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1
Introduction

Different options for modelling the finite buffer traffic at link level were discussed during RAN4#67 in [3], as extracted below. 
	Partial loading for dominant interferers are explicitly modelled in link level study via TDM ON/OFF pattern

· Full bandwidth allocation can be assumed

· FFS: TDM ON/OFF pattern

· Option 1: convert arrival rate to ON/OFF (refer to R4-132814)

· Option 2: assuming fixed spectral efficiency (e.g., 2b/s/Hz) and packet size of 0.5Mbytes and Poisson arrival rate of lambda to derive ON/OFF pattern

· Option 3: fixed ON period (e.g., 1500ms for 2Mbytes) followed by random OFF period derived based on Poisson process and a certain arrival rate (refer to R4-132415)

· Company can bring in other proposals in the next meeting


In this contribution, we first trace interferer-to-Noc ratios for the agreed NAICS scenarios based on system level simulation data. Secondly, we discuss non-full-buffer traffic modelling and introduce a simple link level model based on a modified version of Option 2 in [3].
2
Interference modelling for finite buffer traffic
In this section, we present finite buffer interference levels for agreed NAICS scenarios, based the scaled Noc methodology described in [2]

 REF _Ref362955413 \r \h 
[3]. We explained briefly the methodology in subsection 2.1 and the Noc interference levels for NAICS are provided in sub-section 2.2.

To be noticed, the term Dk used below is equivalent to Ik which has been used in RAN4 email discussion. 

2.1
Noc modelling for finite buffer traffic

In order to account for finite buffer traffic modelling at link level, the scaled Noc modelling discussed in [2][3] can be used. In this model, there are two explicitly modelled strongest interferers and a scaled Noc level which is dependent on the resource utilization  as described below. Note that all operations are made in linear domain. The scaled Noc reads:
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where
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represents the average received CRS power from interferer k, 
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is the number of eNBs present in the system and 
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is the thermal noise. The factor  is used to scale the contribution of interferers and represents the system´s load to be modelled. The total interference power (IoT) is the sum of the two most dominant explicitly modelled interferes and the scaled Noc. IoT reads:
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The operation point of a UE in our sample space is its geometry defined as
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. In the following, as agreed in [3], we consider the full buffer geometry as reference operation point, that is:
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The main benefit of considering the full buffer geometry as reference for selecting UEs (e.g. for conditional Es/Noc, D1/Noc, D2/Noc interference statistics) is that the same UEs are selected, regardless of the considered network load. This also makes sense given the fact that the LTE system has been dimensioned from the start based on full buffer geometry statistics (e.g. 5%-tile geometry for cell edge).
For a given UE, three interference level measures are computed and these are
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. The latter quantities depend on the considered network load  and may be conditioned to a given full buffer geometry.
2.2
Finite buffer interference levels for NAICS

For calibration purposes, the full buffer geometry cumulative density functions (CDF) are computed for NAICS scenarios 1 and 2a/2b following assumptions from [1], and are depicted in Figure 1 and Table 1. Note that our results assume a hand-over margin of 3dB for cell-selection. As we are interested in capturing interference statistics, the back-haul differences between NAICS Sce 2a/2b are not relevant. The label of Figure 1 reads:   

· “NAICS SCE 1” corresponds to NAICS Scenario 1.

· “NAICS SCE 2” corresponds to both NAICS Scenario 2a and 2b. In this contribution, different backhaul characteristics assumed for these scenarios is neither relevant for geometry calculation nor for Noc levels.

· “4-small-cells” and “10-small-cells” correspond to the number of small-cells present on a given macro-eNB coverage area for NAICS SCE 2. 
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Figure 1: Full buffer geometry distribution for NAICS Scenarios, assuming 3 dB hand over margin


	Percentile of CDF
	NAICS SCE 1
	NAICS SCE 2; 4 small-cells
	NAICS SCE 2; 10 small-cells

	5%
	-3,48 dB
	-3,06 dB
	-3,87 dB

	25%
	1,37 dB
	2,31 dB
	0,51 dB

	40%
	4,1 dB
	5,2 dB
	2,92 dB

	60%
	8,28 dB
	9,43 dB
	6,17 dB

	75%
	12,78 dB
	13,28 dB
	9,3 dB

	95%
	19,35 dB
	22,08 dB
	17,15 dB


Table 1: Geometry values at different percentile points 
{Es,D1,D2}/Noc statistics for NAICS Scenario 1

Following the described methodology, a scaled Noc level for a given resource utilization is composed by noise and the sum of the average received power of non-dominant interferers scaled by  (in linear domain). In Figure 2, different Noc CDF levels corresponding to 20%, 40%, 60%, 70% and 100% resource utilization are depicted for NAICS Scenario 1. It is clearly observed that the shape of the Noc CDFs is influenced by the resource utilization assumed.
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Figure 2: Absolute Noc() CDF for different R= % for NAICS Scenario 1


Our UE sample space is composed by randomly dropped UEs following the rules stated in Annex of [1] conditioned to a given range of full buffer geometry. To compute interference levels (Dk/Noc), the power of the two most dominant interferers is logged for each UE in the sample space. For a given UE, the ratio Dk/Noc is calculated for k=1,2 and a resource utilization dependant Noc. As the resource utilizations of interest are RU = {20, 40, 60, 70} %, four interference profiles have been computed, and these are conditional to the geometry of the UEs in the sample space. The computation of the conditioned interference level profiles showed in this contribution follow these principles:

1) The sample space is derived from UEs with a specified full buffer geometry Es/IoT ± a tolerance of 0.2 dB.

2) For a given UE in the sample space, the ratios Es/Noc(), D1/Noc() and D2/Noc() have been computed for different Noc() levels given a considered resource utilization .
3) The median value of the interference level sets (Es/Noc(), D1/Noc() and D2/Noc()) for the UEs in the considered sample space (i.e. conditional to given full buffer geometry) are logged. Figure 3 depicts the conditioned {Es,D1,D2}/Noc interference level for NAICS scenario1. 
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Figure 3: {Es,D1,D2}/Noc interference levels conditional to the full buffer geometry for NAICS Scenario 1
{Es,D1,D2}/Noc statistics for NAICS Scenario 2a/2b

For the NAICS Scenario 2, the same principles explained above are followed to compute the conditional {Es, D1, D2}/Noc interference statistics. Let’s recall that the full buffer geometry CDF curves for NAICS Sce 2 with 4 and 10 small cells are depicted in Figure 1. The current NAICS assumptions state that four or ten small-cells can be considered for further evaluation. In this section, four small-cells have been selected to exemplify the Noc interference levels for NAICS Scenario 2. Figure 4 depicts the absolute Noc CDF for the resource utilization of interest for all UEs in our sample space. 
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Figure 4: Absolute Noc() CDF for different R= % for NAICS Scenario 2


The conditional {Es, D1, D2}/Noc interference statistics for NAICS scenario 2 are depicted in Figure 5.
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Figure 5: {Es,D1,D2}/Noc interference levels conditional to the full buffer geometry for NAICS Scenario 2
2.2
Traffic modelling at link level
After measuring the average signal and interference levels as described in the previous section, the dynamic traffic generation model needs to be defined in order to conduct the simulations at link level. Different options for modelling the traffic at link level were listed in [3] for the interfering cells. We would prefer a simplified model as summarized below:

· Packet arrival into the transmission buffer is a random process based on a conventional Poisson process with rate parameter and the inter-arrival time follows an exponential distribution. 
· New packet may arrive into the buffer even though previous packets are still in transmission. In that case, this new packet is simply appended to the buffer and will be transmitted in turn when previous packet(s) are handled.
· Packet size is fixed e.g. 0.5 Mbytes. 

· The packet is assumed to be downloaded from the eNodeB assuming fixed spectral efficiency of e.g. 2 bps per Hz. This essentially fixes the amount of time it takes to download a packet.
· Only fullband allocation is assumed.
· The simulated MCS in the interfering cell can be fixed and it is not tied to the assumed download speed which purges the transmission buffer. This would also enable studying different coordination cases etc.
· Precoding in the interfering cell may be wideband random (uniform distribution, IID from subframe to subframe) or fixed.

· Packet arrivals are independent between the cells

Note that the finite buffer model applies only to the interfering cells. In order to keep the simulation times at reasonable level we assume the serving cell to have always data in buffer for the UE under simulation.

Relatively long simulations are required even with such model, which is a clear drawback. Download time for each packet equals roughly 220 subframes with the above assumptions in 10 MHz system where the active bandwidth equals 9 MHz. Figure 6 depicts the distribution of inter-arrival time and length of continuous transmissions assuming simulation length of 100000 LTE subframes (i.e. 100 seconds). These figures assume relatively high resource usage (RU) of 60 %. As can be observed from the figure, the simulated inter-arrival time follows the probability density function (PDF) of the exponential function. The PDF is expressed as f(x) = λ’exp(-λ’x) if x ≥ 0 where λ’=1/(1e3λ) due to the conversion from packet arrival rate to inter-arrival time. Most of the time a single packet is transmitted between gaps as inferred from the left plot in Figure 6. If lower RU is assumed, it is likely that even longer simulation time is required.
There are a few advantages for this method: 
1. It is close to the typical RAN4 demod test setup, which can be easily referred to derive the requirements later.

2. It is easy to map the data transmissions to a predefined RU for the fractional load case.
In addition, the system level simulation with a certain variation on the interfering MCS can further be used to evaluate the overall performance under the more realistic and RU manageable operation. Thus, this method for link level modelling should be sufficient to evaluate the performance in the link level.

The most important modelling aspects can summarized as:

Proposal 1: Packet size is fixed e.g. 0.5 Mbytes. 

Proposal 2: Packet is assumed to be transmitted from the eNodeB transmission buffer assuming a fixed spectral efficiency, e.g. 2 bps per Hz. In other words, the duration of the active transmission for each packet is fixed corresponding to the predefined RU.

Proposal 3: The simulated MCS in the interfering cell is fixed and it does not impact the download time of a packet.
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Figure 6: Example PDF of time between packet arrivals and continuous transmission length.

3
Link level performance results
Preliminary link simulations were conducted according to the parameters in the appendix in the NAICS scenario 1. Table 1 depicts the selected D1/Noc, D2/Noc and ES/Noc values for various considered geometry factors which are obtained from system level data as explained above. In this case, the geometry factor refers to value calculated without any impact by the traffic model (i.e. full buffer geometry).
Table 2: Link simulation parameters in NAICS scenario 1.

	Geometry factor [dB]
	D1/Noc [dB]
	D2/Noc [dB]
	ES/Noc [dB]

	-6
	3.76
	1.33
	1.31

	-3
	11.23
	3.52
	9.46

	0
	6.37
	1.30
	8.89

	3
	6.41
	0.56
	11.69

	6
	5.26
	0.34
	13.93

	9
	4.78
	0.50
	16.68

	12
	4.21
	0.84
	19.46

	15
	5.40
	3.46
	23.75


The average resource utilization (RU) by the traffic model can be calculated from the parameters found in the appendix as follows:
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where:


Npacket : packet size in Mbytes

Rdl: assumed download rate in bps per Hz

Bw: assumed bandwidth

λ: average inter-arrival time of the packet

The preliminary simulation results comparing full and finite buffer can be found in Figure 7 assuming relatively high RU of 0.6. The simulated performance assumes inner- and outer-loop link adaptation but with fixed rank equal to 1. It can be observed that finite buffer traffic reduces the overall interference level and as a result improves throughput, as expected.  The LMMSE-IRC receiver outperforms the MRC one in both traffic conditions. The bump in the finite buffer LMMSE-IRC curve at low geometry factor is caused by similar ES/Noc values at -3 and 0 dB geometry factors.
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Figure 7: Throughput in EVA channel with full and finite buffer traffic model.

4
Conclusions
In this paper, we have discussed the link level modelling of the finite buffer traffic. First, we discussed how to trace interferer ratios and their values in the agreed NAICS scenarios. Second, we discussed the possible traffic modelling at link level. We have a preference for a simple traffic model in the interfering cells summarized in following proposals:

Proposal 1: Packet size is fixed e.g. 0.5 Mbytes. 

Proposal 2: Packet is assumed to be transmitted from the eNodeB transmission buffer assuming a fixed spectral efficiency, e.g. 2 bps per Hz. In other words, the duration of the active transmission for each packet is fixed corresponding to the predefined RU.

Proposal 3: The simulated MCS in the interfering cell is fixed and it does not impact the download time of a packet.
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Appendix: link simulation parameters
	Parameter
	Scenario: 

SU-MIMO rank-1 and inter-cell interference

	Carrier frequency
	2 GHz

	System bandwidth
	10 MHz

	Transmission mode in serving cell
	TM10

	Transmission mode in interfering cells
	TM10

	MIMO configuration
	2x2, low correlation

	Channel model and Doppler frequency for target and interfering cells
	EVA5

	
	Use different channel seed for between cells

	Number of interfering cells
	2 interfering cells

	Network synchronization
	All cells are synchronous

	Geometry
	Geometry range: [-6:3:15] dB

	CRS configuration
	2 CRS ports per cell, colliding CRS between all cells

	CSI reference signals
	Antenna ports 15, 16

	CSI-RS periodicity and subframe offset (TCSI-RS / ICSI-RS)
	5 / 2

	CSI reference signal configuration
	Serving cell
	1st interferer
	2nd interferer

	
	NZP index: 0

ZP index: 1
	NZP index: 1

ZP index: 0
	NZP index: 6



	IMR configuration
	ZP CSI-RS index: 4

	HARQ
	8 HARQ processes and max 4 transmissions

	Feedback mode
	FFS

	Feedback periodicity & delay for target signal
	Feedback periodicity
	Feedback delay

	
	5 milliseconds 
	8 milliseconds

	Channel and interference estimation at UE
	Practical and realizable channel and interference covariance estimates with no a-priori knowledge of the channel state information

	Physical channels transmitted in interfering cells
	PDCCH

PDSCH

PSS/SSS/PBCH

	Desired PDSCH parameterization
	Resource allocation
	50 PRB

	
	Rank
	Fixed rank-1

	
	PMI
	Follow wideband PMI

	
	Link adaptation
	yes

	
	Channel coding, rate matching
	As specified in TS36.212

	
	CRC
	

	Interfering PDSCH parameterization
	Resource allocation
	Aligned with desired PDSCH resource allocation

	
	Rank
	Rank-1 interference over resources spanned by the desired signal

	
	PMI
	Random PMI 

	
	Modulation and coding rate
	TBD

	
	Channel coding, rate matching
	As specified in TS36.212

	
	CRC
	

	Traffic model in interfering cells
	Inter-arrival-time
	Poisson distribution, lambda = 0.37 packets per second

	
	Packet size
	0.5 Mbytes

	
	Assumed download spectral efficiency
	2 bps per Hz

	Noc at antenna port
	[-98 dBm]

	Cyclic prefix
	Normal

	Simulation length
	100000 sub-frames 
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