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1. Introduction
In RAN4 #67,  IMR averaging was further discussed but no consensus has been reached yet.  After intense discussion, the only agreed way forward is to response LS to RAN plenary about the conclusion of RAN4 discussion in RAN4 #68.   In RAN4 #67, the following options were discussed:

Options：
· Option 1: There is no need to restrict IMR based interference averaging for Rel-11.

· Option 2: IMR based interference averaging should be restricted to latest SF and one subband. 

· Option 3: RRC signaling should be introduced to specify IMR based interference averaging behavior. 

· Option 4: 

· Multiple CSI processes configured (for UE supporting feature group 7-1)

· The UE is restricted to have 1ms IMR averaging period.

· Static tests should be defined in such a way to verify the correct UE behavior

· Single CSI process configured (either UE supporting feature group 7-0 or for UE supporting feature group 7-1)

· Two states are defined/signalled by the network

· State 1: 1ms averaging

· State 2: Define the allowed interference averaging up to TBDms 

In this contribution, we provide some simulation results with different interference conditions and continue to discuss the above four options.
2. Simulation results
Link level simulations are performed to investigate the impact of interference averaging under different interference conditions.   Three interference scenarios are considered.   These three scenarios are no interference scenario, fully-loaded interference scenario, partially-loaded interference scenario respectively.

In our simulation, two transmission points (TP) are set up such that one TP (TP1) transmits desired PDSCH while another TP (TP2) is the interfering TP.  Transmission mode 10 (TM10) is used in the simulation.  IMR is configured in the subframes with the periodicity of 5ms.   More detailed simulation assumptions are listed in the Appendix.  

To perform subframe averaging for interference measurement, the following 
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-filtering is adopted in the link level simulation: 
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 are the measured interference and the averaged interference at IMR occasion n respectively.  In our simulation, three different α values （α=1, 0.5, 0.125) are used which represent three different averaging behaviors.  Note that no subframe averaging is performed when α=1.  
2.1. No interference
In this scenario, no interference is added to the simulation.  The throughput result with no interference in the SNR range of -4dB and 12dB is shown in figure 1.  The reported CQI distribution and the corresponding throughputs at SNR 9dB are shown in Table 1:
Table 1 Reported CQI distribution and throughput at 9 dB without interference

	α
	9
	10
	11
	12
	Throughput(Mbps)

	1
	7%
	71.7%
	21.15%
	0.15%
	1.2468

	0.5
	4.3%
	82.1%
	13.6%
	
	1.2797

	0.125
	2.2%
	85.75%
	12.05%
	
	1.282
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 Figure 1. Throughput comparison of different interference averaging behavior without interference

From the reported CQI distribution and throughput comparison in table 1 and figure 1, it can be observed that no subframe averaging results in a CQI distribution with larger variance and throughput loss compared with the subframe averaging cases

2.2. Fully-loaded interference
In this scenario, fully-loaded interference is added to the simulation which means the interfering source TP2 is fully loaded and hence always transmits interference.  The throughput result with fully-loaded interference in the SNR range of -4dB and 12dB is shown in figure 2.  The reported CQI distribution and the corresponding throughputs at SNR 9dB are shown in Table 2:
	Table 2 Reported CQI distribution and throughput at 9 dB with fully-loaded interference
α
	6
	7
	8
	9
	Throughput(Mbps)

	1
	0.25%
	33.5%
	64.8%
	1.45%
	0.8783

	0.5
	0.15%
	30.15%
	69.3%
	0.4%
	0.8839

	0.125
	
	27%
	72.8%
	0.2%
	0.8911
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Figure 2. Throughput comparison of different interference averaging behavior with fully-loaded interference
Similar to what was observed from no interference scenario, it results in a CQI distribution with larger variance if no subframe averaging is performed.  However, the throughput result in figure 2 shows that the throughput doesn't vary much with different interference averaging behavior.  This is due to the fact that interference channel is static channel which doesn't change the received power in different subframes.
2.3. Partially-loaded interference
In the partial interference scenario, TP2 transmits interfering PDSCH only in the odd subframes. .i.e. there is no interference in the even subframes.   We assume TP1 and TP2 have tight coordination with each other so that they know exactly the interference condition in a particular subframe.  In this case, TP1 can choose a suitable CQI value for proper MCS assignment of PDSCH for a subframe with a particular interference condition to avoid CQI mismatch between the interference observed at the IMR and interference experience by the PDSCH.    

 Table 3 Reported CQI distribution and throughput at 9 dB with partial interference
	α
	5
	6
	7
	8
	9
	10
	11
	12
	Throughput

(Mbps)

	1
	0.3%
	39.75%
	24.55%
	0.4%
	3.85%
	34.9%
	11.2%
	0.05%
	0.9360

	0.5
	0.05%
	2.8%
	43.55%
	23.7%
	29.9%
	
	
	
	0.9130

	0.125
	
	0.2%
	30.3%
	69.05%
	0.45%
	
	
	
	0.8827
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Figure 3. Throughput comparison of different interference average behavior with partial interference

Figure 3 shows the throughput performance for different interference averaging behaviour. On the contrary from the no or fully loaded interference scenarios, it can be observed that increasing the number of averaging subframes for interference measurement degrades throughput performance.  It can be explained by the reported CQI distribution shown in table 3.  Theoretically, medium CQI value 6 should be reported under interference subframe, and 10 under non-interference subframe. However, when the subframe averaging is performed, e.g. α=0.125 , most of the reported CQI values are 7 and 8 which results in over-estimation or under-estimation of MCS assignment.  This CQI mismatch leads to significant throughput loss especially in high SNR region (e.g. around 20% at SNR=12dB).  
3.  Discussion
According to the simulation results in section 2, it can be observed that impact of interference averaging on the throughput performance depends on different network loadings and different network configurations.  When the network is fully loaded or very lightly loaded, interference averaging gives performance benefit.  On the other hand, when the network supports tight coordination with partially loaded interference, interference averaging leads to performance loss comparing with the case when no subframe averaging is done. 
Observation 1: Impact of interference averaging on the throughput performance depends on different network loadings and different network configurations.  
Observation 2: It is beneficial if the network can configure the UE interference averaging behavoir according to the network loading and configuration.  It is preferable to let the network configure the interference averaging interval to the UE.
Among the options listed in section 1, option 2 is not preferable because it always restricts the interference averaging to the latest subframe and one subband.  This is not good for the cases when the network has no tight coordination or when the network is not partially loaded.    Option 3 is desirable if RRC signalling is used to configure the UE the interference averaging interval.  

It can be argued that the UE can obtain and report multiple CSIs with different interference conditions by measuring from different IMRs.  This enables the network to obtain the CSIs with interference averaged over the same type of interference on one IMR.   However, this can be done only by the UEs with capability of multiple CSI processes (i.e. UE supporting feature group 7-1).  When the single CSI process is configured  (either UE supporting feature group 7-0 or for UE supporting feature group 7-1),  the UE is not able to report CSI with different interference conditions. Although the UEs configured with single CSI process don't support CoMP scheme like DPS, it may still suffer from  drastically different interference in different subframes when it is under non-full buffer traffic or when it is scheduled together with other CoMP UEs in the same network.

Although it is more preferable to make the interference averaging interval configurable, it is also acceptable if we can find one particular interference interval x which is good for different loadings when there is no or loose coordination in the network.  In this case, defining the following two states which is configurable by the network seems to be a reasonable approach: 

· Two states are signalled by the network

· State 1: 1ms averaging

· State 2: Define the allowed interference averaging up to x ms where x is TBD 

However, in our view these two states should be defined and signalled to the UEs independently on the UE capability and the number of configured CSI processes, unlike what is proposed in option 4.  Besides DPS, the network can also use multiple CSI processes in other CoMP schemes like JT and CS/CB.  Moreover, interference averaging can be beneficial when the network doesn't support tight coordination e.g. under non-ideal backhaul.    
Observation 3: Signalling design should be done independently on the UE capability and the number of configured CSI processes. 

Regarding the support of interference averaging configuration on periodic CSI or/and aperiodic CSI, it is preferable to support the configuration on both periodic CSI and aperiodic CSI.   If the CSI reference subframe is defined clearly, it doesn't seem to be an issue for a UE to understand the interference window even for periodic CSI.   

Observation 4: Both periodic CSI and aperiodic CSI should support configurable interference averaging behavoir.   
In RAN1#72bis[1] and RAN1#73[2][3], it was discussed in the agenda of further downlink MIMO enhancement that configurable interference averaging interval is beneficial for MU-MIMO.   To support MU-CSI which takes into account of MU interference, the network can generate desired MU interference signal from the serving TP on the IMR configured in the CSI reference resource.  The interference signal can be decided by the serving TP itself based on the expected scheduling in the future subframes.  Aperiodic CSI can be triggered by the network on a particular subframe where desired interference is transmitted.  Restricting interference interval enables the network to know which particular subframe the UE is measuring interference so that the network can decide which subframe the desired MU interference should be generated.  More details can be found in [2].   Similar benefit can be achieved even the MU interference is coming from different TP e.g. CS/CB.

Observation 5:  Configurable interference interval per CSI process is also beneficial to MU-MIMO and CS/CB    
4. Conclusion
In this contribution, simulation results with different interference scenarios are provided to investigate the impact of interference averaging on the throughput performance.  We also discuss the benefits and options of supporting configurable UE interference averaging behavior.   Based on the simulation results and discussion, we have the following observations:
Observation 1: Impact of interference averaging on the throughput performance depends on different network loadings and different network configurations.  

Observation 2: It is beneficial if the network can configure the UE interference averaging behavoir according to the network loading and configuration.  It is preferable to let the network configure the interference averaging interval to the UE.

Observation 3: Signalling design should be done independently on the UE capability and the number of configured CSI processes. 

Observation 4: Both periodic CSI and aperiodic CSI should support configurable interference averaging behavoir.   

Observation 5: Configurable interference interval per CSI process is also beneficial to MU-MIMO and CS/CB    

Considering multiple benefits of configurable interference interval, we have the following proposal:

Proposal: Introduce RRC signalling to configure the UE interference averaging behavoir either by configurable interference interval or by switching between two states of 1ms and x ms interference averaging interval where x is TBD.    If it is impossible to introduce RRC signalling in Rel-11, it should be done in Rel-12. 
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Appendix: Simulation assumptions
	Parameter
	TP1 (desired PDSCH)
	TP2 (Interference)

	Carrier frequency (GHz)
	2
	2

	System bandwidth (MHz)
	10MHz
	10MHz

	Cell ID
	0
	6

	Propagation channel
	static channel defined in B.1 of 36.101
	static channel defined in B.1 of 36.101

	Antenna configuration
	2x2, low correlation
	2x2, low correlation

	SNR (seen at UE receivers)
	-4:2:12 dB
	6 dB

	PDSCH allocation
	6 PRBs, 5th subband
	50 PRBs

	Subframes for demodulation
	1,2,3,4,6,7,8,9
	N/A

	Transmission mode
	TM10
	TM10

	Cell-specific reference signals
	Antenna ports 0, 1
	Antenna ports 0, 1

	NZP CSI reference signals
	Antenna ports 15, 16
	Antenna ports 15, 16

	Subframe Configuration for NZP CSI-RS
	0
	N/A

	Resource Configuration for NZP CSI-RS
	3
	N/A

	Subframe Configuration for ZP CSI-RS
	N/A
	0

	Bitmap for ZP CSI-RS
	N/A
	0x1000

	Subframe Configuration for IMR
	0
	N/A

	Bitmap for IMR
	0x0400
	N/A

	Reporting mode for CSI process
	PUSCH 3-1
	N/A

	Reporting periodic and offset
	Periodicity: 5 msec

Offset: 1 msec
	N/A

	Rank
	1
	1

	PMI
	Fixed PMI
	Fixed PMI

	Cyclic prefix
	Normal
	Normal

	Maximum number of HARQ transmission
	1
	N/A

	Number of OFDM symbols for PDCCH
	3
	N/A

	Timing offset between TPs (us)
	0
	0

	Frequency offset between TPs (Hz)
	0
	0

	OLLA algorithm
	Off
	N/A

	Simulation length
	10000 sub-frames
	10000 sub-frames
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