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1 Introduction

During RAN#59 plenary, it has been agreed to sdiaRAN1/4 Rel-12 study item on network-assistedrfetence
cancellation and suppression (NAICS) for LTE UE [Puring RAN4#66-bis, discussion on the feasipitif different

receivers for Rel.12 has been initiated. As a autcof RAN4#66-bis, companies have been askedctiagorize their
proposed receiver structures according to a waydat (WF) message on the NAICS receiver terminglelg In this

contribution, we provide recategorization of oungposed receiver candidates according to [5].

Analyze complexity and feasibility of basic receiver structures

= Receiver structures based on linear MMSE | RC, successive interference cancellation,
and maximal likelihood detection are considered as a starting point for reference ISIC
receivers

2 Scope of UE receiver enhancements in Rel-12

In general, our view is that UE receiver evolutionterms of interference mitigation capabilitiensists of optional
enhancements on top of previous releases. A fieptt®owards linear interference suppression wasnra&el-11 with
LMMSE-IRC reference receiver. The next natural stepfurther harvesting of the network assisted henef
LMMSE-IRC, which could be done witih limited spdcition impact, if any. Further on the evolutionadfvanced
receivers would generally be the introduction déiference cancellation — i.e. non-linear intenfigee mitigation — on
top of interference suppression. The justificaties in the amount of side information as well asaiver complexity
that both increase when applying interference déatiman instead of interference suppression. letemhce suppression
typically exploits statistics on the interferenchareas specific side information — e.g. modulabormodulation and
coding — is in general required by the cancellasityorithms.

The NAICS study targets several types of IC/ISha form of inter-stream, inter-user and inter-cétese forms of
interference have different needs in terms of ndtvassistance. For example, inter-stream interferennderstood
here as SU-MIMO, can be readily performed when teeded information is implicitly at the UE. Frormist

perspective RAN4 would need to asses the gainsooé radvanced demodulation and decodig stuctures.caibes of
intra-cell and inter-cell IC/IS need obviously madaboration. The interference structure availgbdit the receiver is
an important study point. In addition, to some eki& decoupled problem is the complexity of the$dbop of the

candidate decoders in face of number of desiredirstadering streams. Other factors like the pdsdnhtrodution of

256 QAM in Rel-12 should be carefully taken inte@ant when performing the complexity assessment.

Proposal 1: Complexity assessment of the candidate decoders should consider factors like interference structure
availability, number of desired and interfering streams as well as the potential introduction of 256 QAM.

3 System Model

To provide further insights on different candidM&MO detectors for Rel-12, let us firstly descriiee used system
model. For notational simplicity, a sub-carriervesll physical resource block indices are omittedtfe rest of this
presentation. Let us consider a multi-user (MU)tipld-input-multiple output (MIMO) downlink (DL) &insmission in
a multi-cell network which consists ¢B| cells, whereB defines the set of base stations (BS)s gniddicates the
cardinality of a set, hence the number of BSs. Hmde station is equipped with transmit antennae and ser\#s| |



user equipments (UE)s. It is worth noting that Isyng linear precoding techniques the total numbedata streams
served by each BS is upper bounded\hyransmit antennas. Here, the Bgtdefines the set of simultaneously served
UEs on same time and frequency resources assodidtiedhe " BS. Each UE can be equipped with receive
antennae and is able to receive simultaneously i tlata streams. For th& UE served by the™ BS, the received
DL space-frequency signal, € CNr after cyclic prefix removal and fast Fourier trmmation (FFT) can be
expressed as:

M, = an,ntnk,dbnk,d + an,n Zscé‘n

(1)

whereH,, ,€ CVrR*NT  represents a frequency domain channel matrix lwhansists of small-scale and large-scale
fading components, associated with the link betvteet™ UE and then" BS. The vectot,, 4€ CNT denotes precoder
for thed" data stream of thé" UE associated with the" serving BS and,,, . describes the set of data streams for the
kK" UE associated with the" BS. The scalab, , represent modulated data symbol for tfedata stream of thie"
UE.The vecton,, ~CN'(0,Nol) € C"r represents additive white Gaussian noise at avezcethereN; is the variance of

the noise. It is worth noting that the first tenm(1) represents a desired signal, the secondsiream-interference, the
third intra-cell-interference and the fourth intah-interference components, respectively.

K tnkysbnk,d + an,n chun\k Zlc&ni tnj,lbnj,l + ZmCB\n an,m Zicum Zvcé‘ni tmi,,,bmi,v + nnk

4 Candidate Detector Structures for LTE Rel-12

In this section, a generic description of the R2lehndidate detectors is provided. The SID texnhtifiles several
different detector options, namely, interferenceaton combining (IRC), successive interferencacediation (SIC)
and maximum likelihood (ML). According to WF on N@S receiver terminology in RAN4-66bis [5], the date
structures have been decided to be categorizedtinée different categories, namely, interferenggpsession (I1S),
interference cancellation (IC) and ML. The firate&gory consists of IS based detectors sucmearlminimum mean
square error (LMMSE)-IRC, enhanced (E)-LMMSE-IRCdanidely (W)-LMMSE-IRC. Then, the second category
includes IC based detectors such as linear codé (@W) level SIC (L-CWIC), ML-CWIC, symbol leveld (SLIC)

as well as parallel interference cancellation (Fi&3ed detectors. Finally, the third category caseprof ML schemes
such as full-blown ML, reduced complexity ML (R-MBhd iterative versions of ML (=MAP) and R-ML.

The proposed categorization, provided in [5], leedmconsistency in the terminilogy. The reasontfas is two fold:

Firstly, the terminology of both IS and IC reféo the functionality of a considered scheme. Howgtree ML refers
directly to the actual optimization criterion otansidered scheme rather than its functionalitgo8dly, both ML and
MAP based schemes have been categorized under Mttdes. However, maximum a posteriori (MAP) and bHsed
detectors lead to completely different realizatiaisthe detector structure. In general, the MARedbn based
detectors can be considered as iterative deteictavhich a priori information about the probatyilof transmitted bits
is exploited. On the contrary, the ML criteria bdisketectors can be considered as non-iterative-5bo# detectors in
which a priori information of transmitted bits istrused. It is worth noting that the equivalencyween the MAP and
the ML criteria based detectors holds only in ecEdease when a priori probabilities of transndittets are equivalent.

Observation 1: The proposed categorization leads to inconsigtémd¢he terminilogy. Therefore, the terminology fo
the categorization of detectors provided in [5]de® be modified.

Instead of the ML category, joint detection (J@uld be used as a category to be in line with W8tlkand IC
categories. Furthermore, the JD can encapsulate biit and MAP criteria without any problems. Based o
observation provided above, we propose the follgwirodification to furher clarify the current cateigation

Proposal 2: The ML category is proposed to be replaced vdgthtjdetection (JD) category.

In general, optimal joint detection and decodingesnes for minimizing the bit error rate and theusege error rate
are non-linear and are based on maximum-likelihmesimum a posteriori (ML)/(MAP) estimation. Sinchet
computational complexity of the optimal joint ddien and decoding is prohibitive, a standard apghot reduce
computational complexity of the receivers to sgii joint problem into two separate problems, ngmaédtection and
decoding. In the LTE, a turbo decoder resolvesdbeoding problem, and a MIMO detector recovers dasired
transmitted signal from a received signal in thespnce of interference, i.e. intra-cell-interfeeeninter-cell-
interference and noise, components.



Since the interference structure knowledge carhéurtifferentiate the candidate detector struciureshe following
the main assumption is that interference-awarelj@gsrefers to a detector capability to exploit tistructure of
interfering signals in a detection process.

4.1 Interference-Aware IS Detectors

In this subsection, IA linear IS based detectorsLfbE Rel-12 are considered. More specifically, timear detectors
such as linear MMSE-IRC and widely linear-MMSE-IR& described.

4.1.1 LMMSE-IRC

This subsection focuses on a well-known IRC detdzésed on linear minimum mean square error (LMM&Hgrion.
In Rel-11, the performance requirements for the LMBAIRC detector have been specified [4]. Hence,RBe11
based LMMSE-IRC detector is the baseline detectthis study.

The major target of LMMSE-IRC detector is to sugg® inter-layer, intra-/and inter-cell-interferensignal
components while detecting a desired signal. MadtEaly, by using (1), the estimate of transmittizbsired symbol
of thed™ data strearﬁnk,d can be expressed as

7 — IRCH
bnk,d - Wnk,d

I, ()

where the coefficients of the LMMSE-IRC detectay, ,'*¢ € c"® for thek™ user associated with th" serving BS
and thed™ stream are computed as

IRC — y IRC‘1H
M

wnk,d nk,ntnk,dgr%k,d (3)

where 7, , represents the power of a modulation symbol, any'"¢ e CVR*Nr is an estimate of interference

covariance matrix for the LMMSE-IRC detector indhgl the contribution of a desired and interferisignal
components, respectively. Here, we rely on Rel-11 based covariance matrimesion methods, i.e. based on
common reference signal (CRS) and demodulatiorreefe signal (DM-RS), which are described in [4fteA the
LMMSE-IRC detection stage, the estimated transohiggmbols are converted to a bit-level informatierg. log-
likelihood-ratios (LLR)s, to be further processeadabturbo decoder.

4.1.2 Widely Linear MMSE-IRC (WLMMSE-IRC)

In this subsection, a WLMMSE-IRC detector is biedlescribed. The basic idea of widely linear fitgris to apply
two complex valued filters to filter the receivedyrsal and its complex conjugate counterpart, reypsg. An
alternative way to describe the WLMMSE-IRC detectaore illustrative, is to rewrite the signal mothgl using real
valued signals, i.e. splitting the real and imagi@omponents in augmented vectors and matricesthier words, the
model introduced in (1) can be re-written as:

r7Alk = Hﬁk,n,dbﬁk,d + nﬁk (4)
where
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nnk = an,n ZSCS tnk,sbnk,d + an,n chU Zlcsni tn,-,lbn]v,l + ch'B\n an,m Zicum Zvcsni tmi,vbmi,v + nnk (CNR (9)
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where operatorsR(-) and3J(-) take the real and imaginary parts of their argusier@spectively. The output of the
WLMMSE-IRC detector is given by

[brenk’d

b ]=W§nk,dfﬁk €R? (10)
Nk, d

where, scalar§renk,d,l31mnkld are the in-phase and quadrature-phase estimatbg dfansmitted modulation symbol,
respectively. Finally, the coefficients of a WLMMSRC filter W, , € R2NrR*2 can be computeals

IRC,A"L
WAnk,d = 2le Hﬁk,n,dcbb . (11)
In the above equation, the covariance of the recksignal in the augmented signal model equals

IRCA _ A a T A AT 2NRX2N
IOt = Hi naCopHi na' + B [nf,nd "] € RAV&2VR (12)

whereCy, = E [bﬁk,dbﬁkldT] € R?*? equals the covariance of transmitted symbol cdiatiten in the 1Q domain. For

complex valued modulations, the matr,, is a scaled identity matrix but for real valued miagion the
autocovariance of imaginary part equals zero. ;nghme way, the modulation method is visible inittierference
covariance. Although the WLMMSE-IRC estimator esties a vector of real values, similar symbol-torbdpping
approach can be used as in the conventional LMM8E#ecause of the used QAM constellation.

In general, the major benefit for the usage of Widieear filtering is to increase the detectoreggdees of freedom from
Ng to 2Ng. Particularly, this holds strictly if both desireohd interfering signals employ a real-valued matioh
scheme. As a consequence, the interference sujmpresapability of linear interference-aware detectan be
significantly enhanced, fromiz-1 to 2Nr-1, leading to an improved performance in interferslimited scenarios. Such
interference suppression capability is demonstria@sh accompanying paper [3].

4.2 Interference-Aware IC Detectors

In this subsection, interference-aware IC basedatiets are discussed. Particularly, a modulationb®y based and a
codeword based LMMSE-SIC detection approaches arsidered. The basic idea of both LMMSE-SIC based
detectors is to detect intended and interferingagsequently by subtracting detected signals fienreceived signal.
Primary difference between the symbol and the codéwbased schemes is whether the subtracted signal
reconstructed based the output of the LMMSE filter, modulation symbol based, or a turbo decoidercodeword
based, respectively. As a result, the symbol b&€dmay perform interference cancellation on a ntthn symbol
basis whereas the codeword based on a codewors] espectively

4.2.1 Codeword based LMMSE-SIC

Let us firstly introduce a codeword based LMMSE-SAS mentioned earlier, the basic idea of the catdvbased SIC
detector is to detect intended and interfering aigisequently by exploiting the output of a turleca@ter by subtracting
the decoded signals from the received signal. Bifyica successive filtering and cancellation pescis performed for
dominating signal components, i.e. interfering/dsbi For a notational simplicity, the indices rethto the successive
filtering and cancellation stages are omitted friva following consideration. At the beginning ofchasuccessive



stage, a modified received sigrig}'—sic € C"r s filtered by a LMMSE filter to suppress intedece as well as
obtain an estimate of the strongest signal (eittesired or interference). It is worth noting thatlee beginning of a
successive process, the modified received sigrideigtical with the actual received signal giver(i). The output of
the LMMSE filter can be written as

qu,l — Wnk,xq,lCW_SiCH Frclkw—sic (13)
Wherewnk,xqfw—SiC € CNrdetermines the coefficients of an LMMSE filter thie K" UE associated with thé"BS for

estimating a transmitted signal from tH E associated with thé™>BS and the"l data stream. By using (13), the
LMMSE filter coefficient5w”nk,xq,l € CMr can be rewritten for the LMMSE-SIC detector as

Wit V751 = ZGW SR, ot 152, ¥a € BT, vg € U VI € ST (14)

As can be noted, the filter coefficients need tacbmputed for all combinations defined by the #4&", U¢°™ and
Sg°m associated with indices to dominant interferer Biserferer UEs, interferer streams, respectivétere,
aforementioned sets are assumed to predefine bibficcessive detection process is initiatecbBiain the estimate
of interference covariance matrix, widely knownenférence covariance estimation methods shown Jircg4 be
utilized. Additionally, it is worth noting that thestimate of the interference covariance matrixtiier codeword based
SIC schemeggy—sic e CNr*Nr, needs to be updated according to the modifieeived signal. A standard way to define
a cancellation order is to select the strongestadipased on a predefined metric, e.g. signalterf@rence-and-noise
(SINR) values at the output of the LMMSE filter. &lstrongest signal can be selected by compufing g*, I*] =

argmaxyq;(Yn,,) VX € B™, vq € U™ , vl € S{°™ . Consequently, the sets need to be updated éoneixt
successive stage accordingBfo™ = {Biom\x*}, Ugem = {Udom\q*}, sdom = {sdom\i*}. After the LMMSE filtering,
the estimated data symbolgw, associated with the strongest signal are conveddit-level information, same way
as with the LMMSE-IRC, to be decoded by the turlkecddier. Then, the estimate of the strongest sigpraponent is

reconstructed by exploiting the output of the tuderoder and subtracted from the modified receaigdal on all
considered subcarriers/PRB by

fr(izv—sic = FrCLkW_SiC — an’x*tx;*'l*zyi‘i I (15)
. ’ a "
where, by¥ . represents a reconstructed modulated data symiseldban a decoded codeword associated with the
-
strongest signal. This procedure is repeated, thailall data streams associated to a desired|sagapaletected or a
point is achieved where it is not possible to ammi a successive detection. It is worth noting thatcodeword based
scheme introduces an additional delay, due touHh®otdecoding, to the successive detection pro¢esshermore, a

straightforward extension of this scheme is toaeplthe LMMSE filter with the WLMMSE filter introded in Section
3.1.2.

4.2.2 Symbol based LMMSE-SIC

In this subsection, a modulation symbol based LMMSE is briefly considered. In general, the codedvand the
modulation symbol based schemes follow the sameesso/e cancellation principle. Therefore, we hdglitlhere only
key differences between the schemes.

In contrast to the codeword approach, the symbekthd MMSE-SIC performs successive linear filterigugd the
subtraction of the strongest signal on the modifeszkived signafcd-sic e C¥® at modulation symbol basis. Hence,
the coefficients of the LMMSE fiItewnk,xq,lsymb‘Sice CNR for the symbol based SIC needs to be compute@doh
modulation symbol as follows

. i1 _
Wnk,xq,lSymb_Slc — z;}]’(mb sic an,xtxq,l@?q,l'vx € Bdom’ vq € Ugom VI E Sgom (16)

where the estimate of the interference covarianagixzgy—sic € CYR*Nr for the symbol based SIC schenmeds to
updateted according to the modified received sighdtlitionally, the set@d™, ydom andsg"m need to also updated

on a modulation symbol basis. The modified receis@ghal is obtained by subtracting the reconstdicizongest
signal component by exploiting the output of the MBIE filter which is given by

<Symb—sic _ “symb-sic __ Zmod
I =Ty, an.x*tx;*,,l*bx;*,,ﬁ (17)



where ,b™.. represents a reconstructed modulated data symisedhban the output of the LMMSE filter associated
T

with the strongest signal. It is worth noting thmt using the symbol based SIC additional delayas introduced
compared to the codeword based SIC. Also, the sybdxed SIC does not benefit from coding gain gmeed to the
codeword based SIC.

4.3 Joint Detection Based MIMO Detectors

This section focuses on MIMO signal detection soe®mvhich perform joint detection of desired as wasllinterfering
signals in a spatial domain. A special focus iegien ML and MAP optimization criteria based detest

4.3.1 Maximum Likelihood Based Joint Detection

In this subsection, we consider a maximum likelthg®L) based joint detector that performs the jaletection of
desired and interferer signals in a spatial domaithe following, the computation of the bit-lewssft information, for
the output of ML criterion based joint detectordisscribed. By assuming equally probable estimatd¢sansmitted

bits, log-likelihood ratio (LLR),L;ZR)'ML, at the output of ML based joint detector, fdt UE served by the"hBS

associated with the" bit positionz € {1, ..., Q®t}, where Q' denotes the total number of jointly detected, hits
be computed as

5 7 -1 ~ -
T o cc0 Py AL O )

LEML _
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(18)

where f-ink € CVrXIJl represents a stacked effective frequency domla@mrel matrix, i.e. channel and precoding

included, for the joint detection |gf|, signals associated wilfl UE served by the™ BS andb C?"defines a candidate
symbol vector for jointly detected signals. Herg,defines the set of jointly detected signals. Taes €° andC?
denote the subset of constellation candidatesherjaintly detected signals whose bit is 0 andekpectively. The
matrix 2:,1‘{‘]} € CVr*NR js the estimate of an interference covariance mdr the ML criterion based joint detector
which includes interfering signal components benag jointly detected. Note that depending on thpliad signal
processing at the receiver, the interference camad matrix can have either non-diagonal or dialggtnacture.

It is worth noting that the above equation represéime optimum joint detection in a ML sense ovégoiatly detected
signal space. However, the approach comes at doptobibitively high computational complexity whicgrows
exponentially in terms of the total number of numlodé jointly detected signals with respect to th&sariated
constellation alphabets.

4.3.2 Maximum a Posteriori Based Joint Detection

In this section, the MAP criterion based spatiaindn joint detector is briefly described. GeneraMJAP criterion
based spatial domain joint detectors follow thébduprinciple [6] in which extrinsic soft-informatiois exchanged
iteratively between detection and a channel degpliocks.

In contrast to the ML criterion based approachdfeek information from a channel decoder is imcafed to a

decision metric in a form of a priori informatiofi tbansmitted bits. By using (18), the extrinsicFR,Iﬁ,(le)’MAP, at the

output of the MAP criterion based detector for kNeUE served by the'hBS associated with tHé' bit position can be
calculated as

o L .
S fo] ec0 XP(~ Ty iy DHENAP™ 1y H B)exp(Smeorz Ly 0"

(m),apriori
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WhereL,({’,:)""lpriori denotes a priori LLR of transmitted bits for tki2 UE served by the"™hBS associated with the"m
bit position.Q defines the set for jointly detected signals iitadomain.The matrixz,l‘{‘]f" € CNr*NR s the estimate of
an interference covariance matrix for the MAP ciite based joint detector which includes interfgrigignal



components being not jointly detected. It is warthing that depending on the applied signal prangsst the receiver,
the interference covariance matrix can have eitberdiagonal or diagonal structure.

In general, the MAP based spatial domain detectoviges an upper bound performance to a joint dieteproblem of
desired and interfering signals. However, the potational complexity of the MAP based joint deteds intractable
and remains at the same level as with the ML. Aaidi#lly, it is worth noting that due the iteratimature of the MAP
based detection procedure, an additional procesdeigy needs to be taken into account while consigeits

computational complexity.

5 Discussion on Computational Complexity Comparison

In this section, the computational complexity otkeaandidate detector is discussed. Since our ficust on any
specific processor architecture, the number of iplidation and division are omitted from this evation due their
possible dependence on the considered architediustead of this, we characterize complexity of ttendidate
detection schemes by using t@enotation. Furthermore, issues related to the mgmonsumptions and processing
delay of the candidate schemes are also negleactedthe consideration.

Table 1 provides a summary of the estimated cortiput complexity of Rel-12 candidate MIMO signadtdction
schemes. To ease the comparison between diffestatttbn schemes, the complexity comparison is ideal per
modulated data symbol. It is worth noting that foe LMMSE-IRC, W-LMMSE-IRC and the codeword based
LMMSE-SIC, the filter coefficients may be updated.eer sub-band/PRB basis. On the contrary, ®ishmbol based
LMMSE-SIC filter coefficients need to be computed éach modulation symbol. In the same way, ML Qaggroach
calculates also the decision metric for each biewedry modulated data symbols. As can be obsebat, LMMSE-
SIC schemes and LMMSE-IRC detectors have a cullieraromplexity in terms of number of receiver anten The
cubic order complexity becomes from the matrix ngi@n of the interference covariance matrix. On ¢batrary, the
WLMMSE-IRC requires twice the amount of arithmetioperations with respect to the LMMSE-IRC. Howe\due to
this limited increase in the complexity, the congtianal complexity of WLMMSE-IRC can be still codsred to be of
the same order as the LMMSE-IRC. The sequentiahlielr of LMMSE-SIC based detectors scale linearith the
number of subsequent staggslt is worth also noting that the computationaingexity of the turbo decoder is not
specifically addressed. Since the codeword baseMEE-SIC exploits the turbo decoder in subsequentaltation
stages, its computational complexity is assumebettigher compared to the symbol based LMMSE-SIE€cén be
observed, the computational complexity of ML appiess grows exponentially to the total number afitlgi detected
signals, |J|. Here, M denotes the size of modulation alphabé&e exponential complexity with respect to the
modulation alphabet size comes from the necessigpimpute a decision metric involving an explorahtigrowing
number of hypotheses. To reduce the exponentialpatational complexity of the ML based joint deteati the
Sphere detection can be considered. The compuoghtiomplexity of the Sphere decoding algorithmrigportional to
the number of visited nodes on a search tree uwmber of points inside of sphere with a given radind number of
jointly detected signals. It is worth noting thaetradius of the sphere depends heavily on theatiperpoint of
detector [7]. Therefore, there is no fixed compatatl complexity available for the Sphere detestith an adaptive
radius.In [7], it is shown that the average comfioel complexity of the Sphere detector is polymntinally, it can
be observed that the computational complexity & BMAP criterion based joint detection scheme isomential.
Hence, the MAP based scheme can be considerediasatable from the pragmatic implementation poifview.

Based on the above discussion, we categorize g Rcandidate detectors to belong into low, medand high
complexity classes as follows: low complexity: LME$RC, WLMMSE-IRC and symbol based LMMSE-SIC,
medium: codeword based LMMSE-SIC, high: Sphere,avd MAP.



Table 1. Summary of complexity estimates of eachlRecandidate detection schemes. Green, yelloweaaolors
correspond to low, medium, and high computationahglexity, respectively.

Candidate Estimate of computational complexity per Complexity class
detector modulated data symbol
LMMSE-IRC O(Ng) @ low
WLMMSE-IRC O(2Ng) @ low
Symbol based O(Ng) @ low
LMMSE-SIC
Codeword based O(SNg) @ medium
LMMSE-SIC

coefficients need to be update per PRB/sub-band
@ coefficients need to be update per modulation symbo

@ decision metric needs to be calculated for eachutatidn symbol

@ |t is assumed that all jointly detected signals sesme modulation alphabets.

® | defines the number of iterations between the tieteand channel decoding stages.

©®  The complexity of the sphere decoding algorithrprisportional to the number of visited nodes orearsh
tree i.e. number of points inside of sphere witgiven radius and number of jointly detected signalse
radius of the Sphere depends heavily on the operabint of detector [7].

@ This value reflects the computational complexityif- based sphere detector on average.

Observation 2: LMMSE-IRC, WLMMSE-IRC and symbol based LMMSE-SIC are considered to have low
computational complexity.

Observation 3: Codeword based LMMSE-SIC is considered to have medium computational complexity.
Observation 4: ML based joint detection is considered to have prohibitively high computational complexity.

Observation 5: MAP based joint detection is considered as intractable due to its exponential computational
complexity.

Observation 6: The computational complexity of Sphere detectqrdlynomial on average.

6 Discussion on the Feasibility of Candidate Detext

In this section the feasibility aspects of diffareandidate detectors for Rel-12 are considered.

Table 2 provides a summary of key parameters fofahsibility evaluation.

Table 2. Summary of key parameters for the feassibévaluation of Rel-12 candidate detection schenGreen,
yellow and red colors indicates low, medium, aighHeasibility for Rel-12 candidate detector, restvely.



Required information for detection
Candidate | Channel| Channel | Effective Interferenc | Modulatio | Channel p . tCapf';;_bllltty
Detection | of of channel of | e n scheme | coding rocessing 1o mitigate
Scheme | intende | interferin | interfering | covariance| of interferer complexity .”“mber of
d signal | g signal | signal® matrix type | interfering interferers
@ signal
LMMSE- | Yes No No Non- No No Low Ng-1
IRC diagonal
WLMMSE | Yes No No Non- No No Low 2Ng-1
-IRC diagonal
Symbol | Yes Yes Yes ®Non- Yes No Low Ng-1
based diagonal
LMMSE-
SIC
Codeword | Yes Yes Yes Non Yes Yes Medium Ng-1
based diagonal
LMMSE-
SIC

The diagonality of matrix depends on the accountadber of interferers and applied signal procestogniques.

@ Depending on a transmission mode, interferencari@vce matrix estimate may be obtained from CRBM+RS.

®n the strict sense, this does not hold when &dirfarers have been cancelled out from a receiiggthls

“ This depends on the considered transmission nitefe, TM10 is assumed and effective channels fsirele and
interference signals are directly obtained from RR®8-channel estimates.

®) Here, an effective channel refers to a channel aea receiver after impact of channel and prewpdi

Based on the aforementioned summary table, we riolk&ing observations and proposals:

Observation 7: WLMMSE-IRC can enhance the interference suppression capability of linear interference-aware
detector in terms of number of mitigated interferers, from Ng-1 to 2Ng-1, leading to an improved performancein
interference limited scenarios.

Proposal 2: The ML category is proposed to be replaced vdthtjdetection (JD) category.

Proposal 3:

LMMSE-IRC detector has to be used as benchmark detector for all consider further enhancementsin
Rel-12 framework.

Proposal 4: WLMMSE-IRC should be included as one candidate IS detector for further enhancement in Rel. 12.

Proposal 5: Codeword based LMMSE-SIC scheme provides a reasonable complexity and performance tradeoff, it
should be selected as a reference |C detector for Rel-12 work on NAISC for RAN4.

Proposal 6: ML based joint detection is seen to have a prohibitively high computational complexity and can be

depriorized.

Proposal 7: Dueto the average polynomial computational complexity of the Sphere detector, it is not seen as attractive
scheme for practical implementation and can be depriorized.

Proposal 8: MAP based joint detection is seen to have a prohibitively high computational complexity and can be

depriorized.




7 Conclusions

In this contribution, interference-aware IS, IC goihit detection based MIMO signal detection stgas for LTE Rel-
12 have been briefly described. Additionally, tleamplexity and feasibility aspects of the Rel-12 didate schemes
have been covered. Our observations and propasaésdollows:

Observation 1: The proposed categorization leads to inconsigtémd¢he terminilogy. Therefore, the terminology fo
the categorization of detectors provided in [5]de® be modified.

Observation 2: LMMSE-IRC, WLMMSE-IRC and symbol based LMMSE-SIC are considered to have low
computational complexity.

Observation 3: Codeword based LMMSE-SIC is considered to have medium computational complexity.
Observation 4: ML based joint detection is considered to have prohibitively high computational complexity.

Observation 5: MAP based joint detection is considered as intractable due to its exponential computational
complexity.

Observation 6: The computational complexity of Sphere detertqolynomial on average.

Observation 7: WLMMSE-IRC can enhance the interference suppression capability of linear interference-aware
detector in terms of number of mitigated interferers, from Ng-1 to 2Ng-1, leading to an improved performance in
interference limited scenarios.

Proposal 1: Complexity assessment of the candidate detectors should consider factors like interference structure
availability, number of desired and interfering streams as well as the potential introduction of 256 QAM.

Proposal 2: The ML category is proposed to be replaced vdgthtjdetection (JD) category.

Proposal 3: LMMSE-IRC detector hasto be used as benchmark detector for all consider further enhancementsin Rel-
12 framework.

Proposal 4: WLMMSE-IRC should be included as one candidate | S detector for further enhancement in Rel. 12.

Proposal 5: Codeword based LMMSE-SIC scheme provides a reasonable complexity and performance tradeoff, it
should be selected as a reference |C detector for Rel-12 work on NAISC for RAN4.

Proposal 6: ML based joint detection is seen to havea prohibitively high computational complexity and can be
depriorized.

Proposal 7: Due to the average computation complexity of the Sohere detector, it is not seen as attractive scheme for
practical implementation and can be depriorized.

Proposal 8: MAP based joint detection is seen to have a prohibitively high computational complexity and can be
depriorized.
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