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Introduction
In order to increase the role of the receiver a study item for Network-Assisted Interference Cancellation and Suppression (NAICS) for LTE was approved in which envisions further enhancement in system throughput by providing network assistance for interference reduction. The study item includes:
· Identify reference IS/IC receivers with and without network assistance, and evaluate their performance/complexity trade-off and implementation feasibility  
· Analyze complexity and feasibility of basic receiver structures 
· Receiver structures based on linear MMSE IRC, successive interference cancellation, and maximal likelihood detection are considered as a starting point for reference IS/IC receivers
· Work can be conducted in parallel to step-1

In this contribution, we provide our views on possible reference interference cancellation and suppression receivers for evaluations in this study item. As the Interference rejection combining receiver, MMSE-IRC, has been already discussed in LTE Release 11, it should be the baseline for network assisted interference cancellation. However, if SIC- or ML-based receivers need to be considered for NAICS studies, we can consider the following variations which have been already discussed in the literature [3]-[7].
System Model
The system model can be described by the following

[bookmark: ZEqnNum531635]		







where  is the  received signal vector by UE which has a network assisted advanced receiver and it has the knowledge of  dominant interfering channels and signal parameters (out of ), in addition to the knowledge of serving cell’s channel and signal parameters. We assume  and are the  serving signal vector and interfering signal vector, respectively. and  for  denote the effective radio channel from the serving cell transmission to the UE and the effective channel from -th interfering cell transmission received by the intended UE, respectively. The noise is an Additive White Gaussian Noise (AWGN) with zero mean and power . 











By stacking  and for  to form matrix , stacking  and  for  to form , and defining  for  and  , we have 
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The Dominant Interference Proportion (DIP) is defined as the ratio of a given interfering cell’s power over the total other cell interference power, i.e.  . The Signal-to-Noise-Ratio (SNR) is defined as  since the transmitted signal is assumed unit power, i.e.  for . The geometry, Signal-to-Interference-plus-Noise-Ratio (SINR), is defined as  .
Network Assisted Reference Interference Cancellation and Suppression Receivers
[bookmark: _Toc326227419][bookmark: _Ref330298341][bookmark: _Toc331778901]MMSE-IRC Receiver
Interference rejection combining receiver, MMSE-IRC, at the UE receiver has been discussed in LTE Release 11. The structure of the interference as seen by the UE receiver is considered in detection of the signal. This receiver should be the baseline for network assisted interference cancellation, as it has been already discussed in Release 11.



The UE detects the intended signal, , by multiplying the receiver weight matrix , where 

		


where  and denote the estimated channel matrix and covariance matrix, respectively. To obtain the MMSE-IRC receiver weight matrix, the covariance matrix including the sources of inter-cell interference needs to be estimated. Various schemes can be considered as detailed in [2].
MMSE-IRC with PIC
MMSE-IRC with Parallel Interference Cancellation (PIC) receiver can be used when serving cell transmits a high rank signal. This algorithm initially proposed by Wang and Poor in 1999 [3] in the context of multi-user detection. Since then, various algorithm optimizations have been proposed in the literature [4][5]. The following four steps summarize the MMSE-IRC-PIC algorithm as described in [5][6].
1) 
Computation of Soft Symbols: The algorithm starts with computing estimates of  (the  element of vector ) for  according to 
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where represents the set of constellation points and  denotes the a priori probability of the symbol  with  referring to the  bit associated with symbol . The reliability of each soft-symbol  is characterized by its variance

[bookmark: ZEqnNum526784]		


With . The a priori probabilities involved in the computation of the soft symbols  and their variances  are calculated on the basis of the a priori LLRs . According to [6], we have

[bookmark: ZEqnNum419777]		
2) 

Parallel Interference Cancellation (PIC): With the aid of the previously computed soft symbols , the algorithm considers each of the streams separately and cancels the interference in  induced by all other streams  as follows:

		





where  is the  column of matrix , as defined in , and corresponds to the remaining noise plus interference.
3) 


[bookmark: _GoBack]MMSE-IRC Filtering: In order to reduce the noise plus interference in each the MMSE-IRC filters can be used to calculate the MMSE-IRC filter  for each stream . It is important to realize that the MMSE-IRC filter requires the inversion of a matrix for each of the streams, for each received vector, and for each iteration, which inhibits an efficient implementation in hardware. In order to substantially reduce this computational burden, the low-complexity method proposed in [6] can be used.

[bookmark: ZEqnNum109041]		
4) LLR Computation: The algorithm finally approximates the LLRs by assuming that the single-input single output systems in  are statistical independent and that the noise plus interference term is Gaussian distributed.
[bookmark: _Toc326227420][bookmark: _Toc331778902]MMSE-IRC with SIC
In this section, we focus on the MMSE-IRC algorithm with SIC. There are various algorithm optimizations that have been proposed in the literature [4].


The MMSE-IRC-SIC receiver is an iterative receiver. At the initial stage, no prior information is available. The received signal is processed by an initial set of beamforming weight vectors, which can be calculated by MMSE-IRC receiver. The output is passed to the symbol detector to obtain an initial estimate of the strongest signal (either interference or desired signal), and then the estimated signal is subtracted from the received signal to construct a processed received signal. The beamforming weight vectors are recalculated based on the processed received signal. Subsequently, the processed received signal is fed to the beamformer using the updated set of beamforming weight vectors, and the output is passed to the symbol detector to obtain an estimate of the 2nd strongest signal. The iterations are repeated until  dimensional vector is calculated. 

In this work, we assume that only the soft information for the desired signal will be sent to the channel decoder to be decoded, and the interference signals will be estimated at symbol level without further decoding. Thus, the UE can save computational complexity and only limited information is exchanged between the interfering BS and the UE. The detailed algorithms are shown as follows:




At the  iteration, any  element of vector can be estimated as
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where  is the  column of matrix ,  is the beamforming vector based on the MMSE-IRC receiver in the  iteration for detecting the  element of vector , and  is the processed receive signal which is obtained by subtracting the previously detected signals as

		




where is the number of signals that have been detected at the stage , and  is the mean of the symbol  at that stage, which is calculated from soft information.





In order to define , we can denote  as the sum of noise and other interference signals which have not been detected at the  iteration when estimating symbol  and it can be written as

		

and  can be defined as 

		




According to previous sub-sections  can be calculated from  and . Also, we can use data based calculation techniques, to approximate  over a range of symbols in time and frequency.






In order to obtain the beamforming weights in , we need to estimate the covariance matrix  for each . At the first iteration, as no prior information about the data symbols are available, only the received signals containing reference signals are used to estimate the covariance matrix . Due to the limited number of reference signals in one subframe, we can derive only one beamforming weight vector based on the reference signals and use it to detect all the data symbols in the subframe for the first iteration. In the later iterations, received signals contain both previously detected data symbols as well as reference signals to improve the estimation quality of .

In addition, the calculation in  requires a matrix inverse for each data symbol. We can use the approach in [4] to implement this technique.
Sphere Decoder Receiver
In the last decade, Sphere Decoder (SD) is introduced as a ML decoding method for MIMO systems with near-optimal performance. In the SD method, the lattice points inside a hyper-sphere are generated and the closest lattice point to the received signal is determined. Much research work has been published to make this algorithm practical for implementation in wireless devices. In the following, we look at the sphere decoder algorithm presented in [7]. 




Assuming the interference is treated as noise, the system model in  can be written as  where . We assume thathas been triangularized using QR decomposition technique so that the resulting complex baseband input-output relation is given by

	 	









Denote the ML solution by and the corresponding ML distance by. The most critical steps in finding the ML distances is in efficiently enumerating and computing the distances. The upper triangular structure of the channel matrixcan be exploited to transform the distance computation into a recursion as follows. Letdenote the partial symbol vector (PSV) including only the symbols from m up to . Then the distances of the PSVs andare related as

[bookmark: ZEqnNum637869]	 	





with initial condition. At the final step , we have. The quantitiesare called partial Euclidean distances (PEDs), and are called distance increments (DIs). 









With this recursive approach, the ML detection and LLR computation problem can then be recast as a weighted tree-search problem, where PSVs and PEDs correspond to tree nodes, and DIs correspond to branches. The PSVs are arranged as a tree whose root is at leveland whose leaves are at level. A path in the tree from the root to a leaf corresponds to a symbol vector. The set of all paths from the root to all the leaves correspond to the set of symbols. Since a leaf has one path to the root, a leave can then be associated with a symbol vector . A node at levelis associated with the m-th modulation symbolin the symbol vector . In the tree, each node  has as many children as the size of the constellation in the layer it belongs to (e.g., for 16-QAM, it has 16 children). Among the set of all paths from the root to the leaves, the ML solution corresponds to the leaf with the smallest distance metric. 
Conclusion
Proposal – As MMSE-IRC has been already discussed in LTE Release 11, it should be the baseline for network assisted interference cancellation studies. However, we can consider SIC- or ML-based receivers, as well.
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