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Introduction
A goal that has emerged from the discussion is identification of a conversion factor to be used in determining the power level of intermodulation products arising from PIM. Three documents [1][2][3] have cited the need for this conversion factor, but disagree on approaches for determining the conversion factor. This document presents some observations on the process for determining the conversion factor and suggests a process for moving forward. A text proposal for the TR is also included which outlines some of the issues discussed in this document.
Discussion

The intermodulation performance of passive devices such as antennas is typically tested by applying two CW signals at specified power levels and frequencies to the device under test and subsequently measuring the level of the intermodulation product at the expected IM frequency. The intermodulation signal is itself a CW signal and is therefore easily distinguished from noise. The intermodulation performance is derived by subtracting the power of one CW signal from the power level of the intermodulation signal. In the absence of any preferred signal type, this method of characterization is a sensible choice.

It is recognized in [1], [2] and [3] that the power level of an IM product resulting from the intermodulation of two modulated signals is not simply predicted from the result of a typical intermodulation performance test. A conversion factor is desired which relates the performance measured using CW signals to the expected performance when modulated signals are applied.

The TR [4] alludes to the reason for the difference in explaining the algebra for the 3rd order IM terms:

 “The second and the third terms above are the amplitude of the fundamental signals 
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 are both increased by 1 dB, the levels of all third order intermodulation products are increased by 3 dB.  However, if 
[image: image5.wmf]1

I

 is kept constant and 
[image: image6.wmf]2

I

 is increased by 1 dB, then
[image: image7.wmf]a

w

 and 
[image: image8.wmf]b

w

increases by 1 dB while 
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 increases by 2 dB. Similarly, if 
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increases by 2 dB while 
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 increases by 1 dB.”
The above conclusion is based on examination of the third term in (1), 
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i.e., 
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, which is
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The TR focuses on “the presence of the harmonics 31 and 32 as well as the sums and differences (21 ± 2) and (22 ± 1)”. These sums and differences are commonly referred to as third order intermodulation products. However, the fifth, seventh, ninth and higher order terms also produce these same “third order” intermodulation frequencies. This can be proven mathematically by writing the higher order term as the product of two lower order terms. The expansion for the fifth order term is shown below:
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(4)

Making use of the trigonometric identity,
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(5)
it is readily apparent which products in equation (4) produce distortion at a given frequency. For instance, for a non-linearity with a third and a fifth order term, the component at frequency (2ω1- ω2) is given by
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(6)

At small signal levels it is common practice to ignore the higher order coefficients. By simplifying the formula, i.e., by assuming that only a3 is non-zero, it is evident from equation (6) that the intermodulation power at frequency (2ω1- ω2) increases by 2 dB per dB with signal amplitude I1 and by 1 dB per dB with signal amplitude I2. However, at the high signal levels where passive intermodulation is problematic, this simplification is no longer valid. It is evident from equation (6) that when a5 and higher order coefficients are non-zero, the relation between signal and intermodulation power is quite complex and depends on all coefficients in the power series. This explains why the slope of the measured PIM power versus signal power curve deviates from the “theoretical” value and is different for each passive non-linearity.

Equation (6) also illustrates the problem of computing the relationship between PIM power for modulated signals versus CW signals. With modulated signals, the envelopes I1 and I2 are time-varying, statistical variables. With only a3 non-zero, the average power (amplitude-squared) of the intermodulation product at frequency (2ω1- ω2) is proportional to the fourth moment of I1 and the second moment of I2, where the n-th moment of I is defined as the average of In. Note that the second moment of the envelope equals the signal power. Thus, with only a3 non-zero, the power of the intermodulation product at frequency (2ω1- ω2) does not depend on the modulation of the signal at frequency ω2. However, when a5 and higher order coefficients are non-zero, higher order moments become relevant in the relation between modulation type and intermodulation power. For instance, for a non-linearity with up to fifth order terms, up to the eighth order moment of I1 and the sixth order moment of I2 are relevant at the given intermodulation frequency.

Although the frequency term cos(2ω1- ω2) in equation (6) does not depend on the order of the non-linearity, it should be noted that the envelopes I1 and I2 contribute their own modulation spectrum to the intermodulation product. Thus even the shape of the intermodulation product at a “third order” intermodulation frequency depends on the higher order non-linear coefficients.

The above analysis demonstrates that simulations of PIM power are of questionable value without accurate determination of the higher order coefficients of the non-linearity. An abstract intermodulation model could be substituted for the physical model suggested by (1), but the above analysis demonstrates that the generality of the model cannot be guaranteed. The analysis also demonstrates that there is no universally valid relationship between signal powers, signal modulations and PIM power. It is evident that empirical studies are necessary. Two possible approaches are recommended:

1. Characterize several types of passive non-linearities over a wide range of CW powers and fit the non-linear coefficients in a simulation model to the measurements. Next, use these fitted coefficients in a simulation model with modulated signals.

2. Characterize several types of passive non-linearities with CW signals as well as with modulated signals.

The advantages of the first approach are that relatively accurate measurements can be performed with standardized measurement equipment and that the effect of modulation can be studied by simulation. The disadvantage is that it is difficult to judge the effect of estimation errors in the non-linear coefficients and of truncating the non-linearity power series. The advantage of the second approach is that it measures the conversion factor between modulated and CW signals directly.
Conclusion

It is noted that the IM performance typically measured for passive components is not an exact predictor of intermodulation products that are produced from modulated signals. The need for a conversion factor is thus indicated. However, the difficulty in producing a conversion factor from analytic methods suggests that empirical means may be more useful.
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<text proposal>
6.1.1
Theoretical background for Passive InterModulation (PIM)
When non-linear relationship exists between current and voltage (or, conversely, between the electric and magnetic components of a propagating wave), harmonic frequencies and linear integral combinations of them will be generated. As an illustration, consider a component with a voltage-current relationship given by
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and let the current be of the form
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where wi = 2
[image: image25.wmf]p

fi and fi represents the frequency in Hertz. An interpretation of (1) is that
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is the result when a signal
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is applied to a network characterized by the 
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terms. The 
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terms thus represent both the physical properties of the non-linearity and the circuit impedances in which the non-linearity is embedded.  Concentrating on the third-order term we find:
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(3)

In this expression we notice the presence of the harmonics 31 and 32 as well as the sums and differences (21 ± 2) and (22 ± 1). These sums and differences are commonly referred to as third order intermodulation products. However, the fifth, seventh, ninth and higher order terms also produce these same “third order” intermodulation frequencies. This can be proven mathematically by writing the higher order term as the product of two lower order terms. The expansion for the fifth order term is shown below:
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(4)
Making use of the trigonometric identity,
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it is readily apparent which products in equation (4) produce distortion at a given frequency. For instance, for a non-linearity with a third and a fifth order term, the component at frequency (2ω1- ω2) is given by
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(6)

At small signal levels it is common practice to ignore the higher order coefficients. By simplifying the formula, i.e., by assuming that only a3 is non-zero, it is evident from equation (6) that the intermodulation power at frequency (2ω1- ω2) increases by 2 dB per dB with signal amplitude I1 and by 1 dB per dB with signal amplitude I2. However, at the high signal levels where passive intermodulation is problematic, this simplification is no longer valid. It is evident from equation (6) that when a5 and higher order coefficients are non-zero, the relation between signal and intermodulation power is quite complex and depends on all coefficients in the power series. This explains why the slope of the measured PIM power versus signal power curve deviates from the “theoretical” value and is different for each passive non-linearity.

Equation (6) also illustrates the problem of computing the relationship between PIM power for modulated signals versus CW signals. With modulated signals, the envelopes I1 and I2 are time-varying, statistical variables. With only a3 non-zero, the average power (amplitude-squared) of the intermodulation product at frequency (2ω1- ω2) is proportional to the fourth moment of I1 and the second moment of I2, where the n-th moment of I is defined as the average of In. Note that the second moment of the envelope equals the signal power. Thus, with only a3 non-zero, the power of the intermodulation product at frequency (2ω1- ω2) does not depend on the modulation of the signal at frequency ω2. However, when a5 and higher order coefficients are non-zero, higher order moments become relevant in the relation between modulation type and intermodulation power. For instance, for a non-linearity with up to fifth order terms, up to the eighth order moment of I1 and the sixth order moment of I2 are relevant at the given intermodulation frequency.

Although the frequency term cos(2ω1- ω2) in equation (6) does not depend on the order of the non-linearity, it should be noted that the envelopes I1 and I2 contribute their own modulation spectrum to the intermodulation product. Thus even the shape of the intermodulation product at a “third order” intermodulation frequency depends on the higher order non-linear coefficients.

The above analysis demonstrates that simulations of PIM power are of questionable value without accurate determination of the higher order coefficients of the non-linearity. An abstract intermodulation model could be substituted for the physical model suggested by (1), but the above analysis demonstrates that the generality of the model cannot be guaranteed. The analysis also demonstrates that there is no universally valid relationship between signal powers, signal modulations and PIM power. It is evident that empirical studies are necessary. Two possible approaches are recommended:

1. Characterize several types of passive non-linearities over a wide range of CW powers and fit the non-linear coefficients in a simulation model to the measurements. Next, use these fitted coefficients in a simulation model with modulated signals.

2. Characterize several types of passive non-linearities with CW signals as well as with modulated signals.

The advantages of the first approach are that relatively accurate measurements can be performed with standardized measurement equipment and that the effect of modulation can be studied by simulation. The disadvantage is that it is difficult to judge the effect of estimation errors in the non-linear coefficients and of truncating the non-linearity power series. The advantage of the second approach is that it measures the conversion factor between modulated and CW signals directly.
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