3GPP TSG-RAN WG4 #61
R4-116155
November 14th -18th, 2011, San Francisco, USA
Agenda item:
9.3.1
Source: 
Qualcomm Incorporated
Title: 
System Level Studies on Advanced Receiver
Document for:
Discussion
Abstract:.
1. Introduction
In RAN4 #60bis, the evaluation methodology for advanced receiver simulations was agreed [1]. It is expected that following aspects of the study item could be made based on initial system and link level studies:

RAN4 #61:

· Provide the evaluation results for interference modeling and agree the interference modeling (DIP)/ profile from system level simulations

· Agree the detail of link level / system level simulation assumption

· E.g. Transmission mode for serving cell and interference cells

· E.g. Ratio of transmission rank-1 over total transmission signals for interference signals

· E.g. Only fixed MCS or both fixed MCS and Outer-loop link adaptation (target:10% BLER)
In this contribution, system level simulation of dense urban layout has been carried out in three experiments:

· Full buffer and partial loading simulation to generate Tx statistics: PMI and RANK. The target of this experiment is to provide answer to “ratio of transmission rank-1 for interference signals”. Moreover, this experiment also reveals the time and frequency correlation of the dominant interference.

· Full buffer simulations to generate Rx statistics: DIP (power ratio) and Rnn condition number. The target of this experiment is to evaluate how dominant an interferer is in different network settings (sync, async, TM4, TM9, PCI planning, CRS or data based Rnn estimation). Furthermore, we analyze the difference between fixed MCS and Outer-lop link adaptation.

· Full buffer simulations to evaluate system performance gain. The target of this experiment is to evaluate the effectiveness of LMMSE-IRC under different network settings.

In conclusion, we recommend detailed assumptions for further evaluation of advanced receivers. This document has been updated with new simulation results based on 15 degree antenna down tilt per agreed assumptions in [1].
2. Interference Tx Profile
One of the key attribute of spatial interference variation is the time and frequency characteristics of the precoding index change of an interfering cell. In Figures 1-3, we plotted traces of the Tx precoding index change for full buffer and FTP traffic models. 
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Figure 1 PMI time/frequency traces: Full buffer, TM4, MMSE-IRC, colliding-RS, PUSCH 1-2.
In Figure 1, it is observed that the Tx precoding indices are heavily correlated in time. Most of the transitions of precoding indices are observed to happen at 10ms boundary where new CSI feedback (10ms periodicity) is provided. In a system where feedback is staggered in time, such periodicity would be less obvious with UEs updating CSI at different time instances. However, overall time correlation of precoding indices would be similar since only small fraction of UEs will update the CSI within any TTI and the scheduling decision is unlikely to change. 

In Figure 1, it is also observed that the Tx precoding indices are correlated in frequency. Since subband scheduling is enabled, there is a clear correlation of precoding indices within a subband (6RBs). 
Proposal 1: In future link level simulations, the interfering cell codeword change in time should be greater than practical CSI reporting interval. 
Proposal 2: In future link level simulations, the interfering cell codeword change in frequency should be in line with practical CSI subband configuration.
In Table 1, the precoding index statistics are shown for the case of full buffer and partial loading cases. It is observed that rank 2 transmission takes place in 36% of the time for full buffer and 8% of the time for partial loading. Although the SINR is higher for the partial loading case, rank 2 transmission is observed to finish faster given the same file size.
Table 1 Precoding index statistics
	
	No Tx
	Single-layer
	Dual-layer

	
	
	Index=0
	Index=1
	Index=2
	Index=3
	Index=1
	Index=2

	Full Buffer
	0
	16.3%
	15.8%
	16.2%
	15.7%
	17.9%
	18.1%

	Partial loading (2 MB offered load)
	11.8%
	20.3%
	19.8%
	20.1%
	19.8%
	4.1%
	4.2%


In addition, the rank and precoding index switching statics are shown in the following Table.
	Probability of rank switching between consecutive subframes
	0.069

	Probability of precoding index switching between consecutive subframes
	0.131


Proposal 3: The probability of rank and PMI should be modeled to reflect practical network operation.
3. Interference Rx profile
One of the goals of this study item is to identify practical interference-mitigating receiver, we should define requirements to ensure that UE performance is robust under practical network scenarios. Potentially a receiver might be optimized for a specific interference scenario while suffer performance loss in other scenarios. One such example is synchronous and asynchronous deployments. If a UE adopt per-subframe Nt estimation, the performance might be OK in the case of synchronous network with per-TTI precoding index change in neighboring cell. The same UE might however suffer performance loss in the presence of a dominant asynchronous interferer. 

In the following sections, we identify typical scenarios and propose interference profile to be modeled at 0 and -3 dB geometry UEs.
3.1. Dominant interference profile

The dominant interference profile (DIP) has been defined in [1] as following:
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is the average received power from the j-th strongest eNodeB for synchronized, and asynchronized interference (
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 implies serving cell), N is the thermal noise power over the received bandwidth, and NBS is the total number of eNodeBs considered including the serving cell. Ioc is defined as follows.

	
[image: image9.wmf]21

ˆ

ˆ

sa

NN

sa

oc

orjorj

jj

IIIN

==

=++

åå

.
.
	· 


Note that power from the serving cell, 
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, is never included in any DIP calculation. The low geometries such as 0 dB and -3 dB cases should be evaluated for Rank-1 transmission. 

In Figures 2 and 3, the DIP for 0 dB and -3 dB geometry UEs are plotted for two cases: 
(a) All cells, and 
(b) Synchronous cells in an asynchronous network where synchronization is only achieved among co-located cells of the same base station. 
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(a) All cells                                                          (b) Synchronous cells
Figure 2 DIP for -3 dB geometry UEs. (a) DIP for all neighboring cells; (b) DIP for synchronous cells when only collocated cells are synchronous
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(b) All cells                                                          (b) Synchronous cells

Figure 3 DIP for 0 dB geometry UEs. (a) DIP for all neighboring cells; (b) DIP for synchronous cells when only collocated cells are synchronous
Figure 2 shows that when all cells are considered, the first and 2nd dominant cells have DIP above -5 dB. On the other hand, if only synchronous cells are considered in a network without global synchronization, the DIP is substantially lower. In this case, the dominant interferer is very likely to be an asynchronous cell.

Proposal 4: Robust performance under different network synchronization scenarios should be addressed with one of the test setups:

Option 1: Test only synchronous case with 1 synchronous dominant interferer, asynchronous cells and other dominant cells are modeled with AWGN noise.
Option 2: Test two separate cases with 1 dominant interferer, where the dominant interferer is either synchronous or asynchronous.
Option 3: Test two separate cases with mixed synchronous and asynchronous cells, where the most dominant interferer is either synchronous or asynchronous.
Our preference would be option 2 as a compromise of complexity and coverage.
3.2. CRS versus Data based Rnn Estimation
A typical Rnn based MMSE-IRC receiver could be formulated with the following equation:

W* = H* (a2HH* + Rnn)-1,
where the Rnn is the noise covariance matrix estimated by the receiver. A receiver without spatial interference reduction capability could be characterized with a diagonal Rnn matrix. The SNR gain due to spatial interference nulling is a function of the characteristics of the true and estimated Rnn matrix.  The property of Rnn is not only a function of the Tx precoding characteristics of the most dominant interferer (Section 2), but also of the composite interference and PCI planning.

One of the most straightforward way to characterize the Rnn matrix is to study the condition number of the matrix:
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where (’s are the eigenvalues of the matrix. Before we could proceed to show the Rnn statistics, we need to further clarify the definition of Rnn. Rnn estimation could be based on CRS, DMRS or data tones, which is UE implementation specific. However, for CSI reporting, the agreement for TM9 is currently based on CRS. In the following Figure, we plot the trace of the K factor for CRS tones and data tones in a network with full CRS-collision.  In Figure X, it is shown that the CRS K factor changes smoothly at the rate of channel change between 1 and 6 dB. On the same plot, it is observed that the data tone K factor is much higher than the CRS K factor and it changes much faster. One interpretation could be that the interference observed on the CRS tones are always full-rank and the interference observed on the data transmission changes quickly based on dominant interferer PMI change.
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Figure 4 Condition number of the Rnn matrix as a function of time.
Proposal 5: In order to capture the mismatch of Nt estimation for demodulation and CSI reporting, one of the following options should be adopted:
Option 1: Test TM4 and/or TM9 with FRC, where PMI is taken into account by the scheduler
Option 2: Test both fixed MCS and CQI outer-loop enabled throughput cases: Fixed MCS for TM2, Following CQI/PMI case for TM4 and TM9
Our preference is option 1, which minimized the test complexity while still track feedback performance.

4. Performance gain with MMSE-IRC receiver
In this section, we provide system level simulation results with TM4 non-IRC receiver, TM4 IRC receiver, and TM9 IRC receiver. The throughput performance of TM9 is observed to be lower due to DMRS overhead.
	
	
	Edge
	Median
	Mean

	Colliding
	TM4, non-IRC
	0.747
	1.778
	2.184

	
	TM4, MMSE-IRC
	0.796
	1.903
	2.263

	
	TM9, MMSE-IRC
	0.752
	1.769
	2.119

	1/3-reuse
	TM4, non-IRC
	0.747
	1.787
	2.162

	
	TM4, MMSE-IRC
	0.838
	1.936
	2.268

	
	TM9, MMSE-IRC
	0.760
	1.757
	2.058


	
	
	-3dB geometry UEs [mean throughput]
	0dB geometry UEs [mean throughput]

	Colliding
	TM4, non-IRC
	0.679
	1.059

	
	TM4, MMSE-IRC
	0.741
	1.166

	
	TM9, MMSE-IRC
	0.703
	1.095

	1/3-reuse
	TM4, non-IRC
	0.691
	1.057

	
	TM4, MMSE-IRC
	0.805
	1.286

	
	TM9, MMSE-IRC
	0.731
	1.167


5. Conclusion 

Based on simulations and analysis carried out in this contribution, we recommend RAN4 to adopt the following proposals:

Proposal 1: In future link level simulations, the interfering cell codeword change in time should be greater than practical CSI reporting interval. 
Proposal 2: In future link level simulations, the interfering cell codeword change in frequency should be in line with practical CSI subband configuration.
Proposal 3: The probability of rank and PMI should be modeled to reflect practical network operation.
Proposal 4: Robust performance under different network synchronization scenarios should be addressed with one of the test setups:

Option 1: Test only synchronous case with 1 synchronous dominant interferer, asynchronous cells and other dominant cells are modeled with AWGN noise.

Option 2: Test two separate cases with 1 dominant interferer, where the dominant interferer is either synchronous or asynchronous.

Option 3: Test two separate cases with mixed synchronous and asynchronous cells, where the most dominant interferer is either synchronous or asynchronous.
(Our preference would be option 2 as a compromise of complexity and coverage.
Proposal 5: In order to capture the mismatch of Nt estimation for demodulation and CSI reporting, one of the following options should be adopted:

Option 1: Test TM4 and/or TM9 with FRC, where PMI is taken into account by the scheduler

Option 2: Test both fixed MCS and CQI outer-loop enabled throughput cases: Fixed MCS for TM2, Following CQI/PMI case for TM4 and TM9
(Our preference is option 1, which minimized the test complexity while still track feedback performance.
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Appendix
Simulation assumptions are shown in the following Table.

	Parameter
	3GPP Case 1
	3GPP Case 3 (not simulated)

	Bandwidth
	10 MHz

	Carrier frequency
	2000 MHz

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site
	500 m
	1732 m

	Distance-dependent path loss
	L = 128.1 + 37.6log10(R), R: km

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration loss
	20 dB

	Antenna pattern
	Horizontal
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Antenna height at the base station is set to 32m. Antenna height at the UE is set to 1.5m.
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	Combining method in 3D antenna pattern
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	Total BS TX power (Ptotal)
	46 dBm

	Minimum distance between UE and Cell
	>= 35 meters

	Hard handover hysteresis
	3 dB

	Traffic model
	Full buffer traffic
and non-full buffer/ non-full traffic model (optional)

	UEs/sector
	10

	Channel model
	Extended Vehicular A

	CSI 
	Mode 3-2, 10ms periodicity, 8ms processing latency

	Scheduling subbands (=feedback subbands)
	6 PRBs


PMI traces from a partially loaded network.
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Figure 5 PMI time/frequency traces: Partial loading, TM9, MMSE-IRC, colliding-RS, PUSCH 1-2.
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Figure 6 DIP for all UEs in the network.
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