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1
Introduction
In preious RAN4 meetings some neighbor measurement issues related to eICIC were discussed[1-3]. It was pointed out the UEs might have some buffering problems when performing measurments unde time domain measurement restrictions. During the discussion that took place in the previous meeting there was some consensus that this problem should be addressed, however, no explicit solution was agreed upon. 
In this contribution we further elaborate on the proposed solution and present our prefernce on which solution should be adopted. 
2
Discussion
In [3] some aspects related to buffering problems when performing measurements under time domain measurement resource restrictions were presented. As possible solutions the 2 options below were given:

Option 1: Among the 8 cells that a UE is required to measure and report, a UE is only required to measure and report 2 restricted cells if measSubframePattern-Neigh-r10 is configured.
Option 2: When a UE is configured for restricted measurements, the UE processing capability of 8 intra-frequency cells is only required if measSubframeCellList is configured together with measSubframePattern-Neigh-r10. Separately capture the UE impact in a note in RAN2 specification
In comparing these options, Option 1 has a simplicity advantage, the impact on the network is minimal as the network does need to take any specific actions. However, the big disadvantage is that only 2 cells are reported, this limitation could create some mobility problems or limit the system performance. On the other hand, Option 2 has the advantage that the UEs still measure and report up to 8 cells even if they measured in ABS subframes. The disadvantage of Option 2 is that the network has to provide a cell list of the cells to be measured.
During the discussion the companies seemed to agree that some solution should be adopted to mitigate the buffering problem, however, no agreement was reached on the exact solution. The opinions were divided between the 2 options presented above. 
The impact of option 1 on the system performance is relatively hard to quantize without some complicated system simulations. Such a simulation campaign would require quite a lot of time and resources, and the results would greatly depend on the deployment scenarios that are assumed. In a deployment with a relatively low pico density, measuring only 2 cells may have a very small impact on the system performance. However, if a dense pico deployment is assumed(e.g. a UE would “see” more than 2 picos at the same time) the impact on system performance would be much higher. The effects would be on mobility and system capacity due to limited number of options for offloading. While the system capacity impact may be relatively small if a large number of UEs is in the network, the mobility impact could be relatively high. In a relatively dense pico deployment the mobility performance could be impaired by the inability of the UE to measure enough candidate cells. Taking into account the fact that pico cell density in future deployments might be high it would be safer to adopt a solution that is future proof.
From a system perfromance point of view it is quite obvious that Option 2 would ensure the best performance. When a cell list is provided the UE could perform measurements on 8 cells, ensuring that Rel.8 performance is preserved. The drawback that the network has to provide the cell list does not seem to have such a big impact on the network implementation. In a network that uses eICIC and configures restricted measurement patterns, the eNBs have to exchange eICIC configuration information over the backhaul. In this case all base stations are aware of who their neighbors are and what ABS patterns they are using. So, the cell list that has to be provided to the UE is already available at the eNB, hence, the impact on network implementation is negligible. It is straightforward that the cell list is provided to the UE.
Considering the above reasons, we believe that option 2 has more advantages the option 1. It offers more robustness in various deployment scenarios and would ensure better system performance. Also, the implementation complexity seems to be relatively low. Hence, our proposal is to adopt option 2 as a solution to the problems that arise when performing measurements under resource restrictions.

Proposal: Adopt option 2 above: When a UE is configured for restricted measurements, the UE processing capability of 8 intra-frequency cells is only required if measSubframeCellList is configured together with measSubframePattern-Neigh-r10. Separately capture the UE impact in a note in RAN2 specification
3 
Conclusions

In this contribution we briefly discussed the solutions proposed to mitigate the UE implementation issues with measurement resource restrictions. Considering that option 2 offers better system performance with a small additional cost on the network side, our proposal is to adopt the following solution
 When a UE is configured for restricted measurements, the UE processing capability of 8 intra-frequency cells is only required if measSubframeCellList is configured together with measSubframePattern-Neigh-r10. Separately capture the UE impact in a note in RAN2 specification.
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