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1 Introduction
There was a long discussion on CA relative frequency error issue. In the last meeting, although some simulation results was agreed to be provided assuming a set of static relative frequency offsets, no agreement on the feasible minimum offset was reached. In this paper, we try to provide some further analysis on the cause of the relative frequency offset and its effect for the final decision.
The other topic linked to the above was the power imbalance test. Since the high order MCS and no external noise would be applied, the relative frequency offset might impact the resulted performance. So we discuss two topics together.
The Section 2 focuses on the relative frequency offsets, the Section 3 on the power imbalanced test and the Section 4 updates the simulation results for the alignment. Section 5 summarizes the conclusions.
2 Relative frequency offset
It was thought that the relative frequency offset (which is the difference between the real frequency separation and the ideal one of two DL CCs) and the phase noise (which is thought to cause the observed/measured frequency offset varying in 1ms measurement period) might make the Rel-8/9 demodulation requirements not scalable for Rel-10 CA cases.

In our opinion, whether or not there is the frequency offset depends on the structure of the transmitter and how much the effect should be depends on the structure of the receiver frequency tracking.
2.1 Transmitter and receiver structure
Three types of transmitter

There would be three types of transmitter according to the different possible structure of mixer and LO: 
· Tx Option1: Use the separate LOs for each CC branch, whose bandwidth is 20MHz, where fe1≠fe2, φT1≠φT2, φR1≠φR2;
· Tx Option2: Share the LO but feed to each branch via different paths, whose bandwidth is 20MHz, where fe1=fe2, φT1 ≠φT2, φR1≠φR2;

· Tx Option3: Combine the two CC (40MHz) in baseband and use one LO, where fe1=fe2, φT1=φT2, φR1=φR2.
Where fe1 and fe2 are the frequency offsets of CC #1 and CC #2 deviated from the desirable frequency raster, φTi stands for the phase noise at the transmitter for the i-th CC, and φRi for those at receiver.
For the RAN4, we could not preclude any types of transmitter. From the performance aspect, Tx Option1 would be the worst case. So we would like to use Tx Option1 as the baseline, but in our opinion the more possible CA transmitter would be Tx Option3 for 40MHz CA aggregated bandwidth in Rel-10 no matter for the eNB or the test equipments.
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Figure 1 Option1: Use the separate LOs for each CC branch, whose bandwidth is 20MHz
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Figure 2 Option2: Share the LO but feed to each branch via different paths, whose bandwidth is 20MHz
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Figure 3 Option3: Combine two CC (40MHz) in baseband and use one LO
Three types of UE receiver
According to how UE implements the frequency tracking, there would be three types of the CA receivers:
· Rx Option1: UE would treat two CC as one signal and only track and correct the absolute frequency error of the fc;
· Rx Option2: UE would track the one carrier, e.g., PCC and adjust both CC’s accordingly;
· Rx Option3: UE would track all the CC’s and adjust them separately.
2.2 ICI due to relative frequency offset and phase noise
In Annex we give the detailed analysis of the signal model and the SIR degradation due to the ICI caused by the relative frequency offset and the phase noise. In this work, we focus on the transmitter side and assume the ideal receiver implemented at the UE, i.e., no IQ imbalance, no receiver phase noise, ideal filter and so on. For simplicity, we focus on the 1Tx-1Rx case.
In Figure 4, we compare the sub-carrier EVM (calculated according to the SIR equations in Annex) due to the frequency offsets and the phase noise for the different relative frequency offsets and Rx options. One typical phase noise characteristic is shown in Figure 15 in Annex for both CCs. And the relative frequency offset values are selected from the agreed set of {30, 60, 100, 200}. The UE can estimate and track the carrier frequency error-free.
As for Rx Option1, because the UE tracks fc instead of the centre frequency on CC #1 and CC #2, the remaining frequency error after tracking would cause the ICI within one CC itself, which would be the dominant interference compared to the interference across CCs. The larger the remaining frequency error, the larger SIR degradation is. That is shown in Figure 4 (a). When the phase noise in introduced, the EVM would be degraded further, as shown in Figure 4 (b). But the interference across CCs caused by the phase noise and frequency error might be negligible, and the EVM over all the subcarriers was approximately uniform.
For Rx Option2, on the SCC, the frequency error is corrected according to PCC. Then the relative frequency offset of fe1−fe2 would be the remaining frequency error for SCC. Thus the ICI within SCC is large and causes the relatively larger EVM compared to Rx Option1. On the other hand, there is no ICI within the PCC since the UE tracks the PCC accurately. But the PCC would be sensitive to the ICI due to the relative frequency offset on SCC. The closer to the inter-carrier boundary, the larger the EVM is observed. The above is shown in Figure 4 (c). As shown in Figure 4 (d), when the phase noise is added, it would dominate the EVM characteristic of the PCC, and the EVMs for all the sub-carriers on the PCC would approximately be the same, which are much higher than those for frequency error only. The EVM on the SCC would also increase. 
For Rx Option3, as shown in Figure 4 (e), the EVM would increase from the edge to the centre of the aggregated bandwidth, when there was no phase noise. The larger the frequency offset the higher EVM is on the centre. Similar to PCC in Rx Option2, the EVM of one CC would be sensitive to the ICI from the other CC. As given in Figure 4 (f), when the phase noise is added, it would dominate the interference and mainly affects the region closely around one sub-carrier, which makes the SIRs across the aggregated bandwidth almost the same. And considering at least the 19 subcarrier separation between two CCs, some marginal across-CC interferences would only exist on the centre of the aggregated bandwidth. 
Compared to the single carrier case (with the same phase noise) shown in Figure 4 (g), the EVMs for Rx Option2 PCC shown in Figure 4 (d) and Rx Option3 two CCs in Figure 4 (f) would be quite similar to that of the single carrier. 
For the single carrier demodulation requirements, 6% EVM was used to model the other RF impairment at the transmitter, including the phase noise, the modulation image, LO leakage and so on. Compared to it, there may be two additional CA-specific error sources, i.e., the relative frequency error and the across-carrier effect of the phase noise. For Rx Option3, the relative frequency error only causes less than 0.32% EVM (-50dB) and the phase noise causes less than 0.1% EVM (-60dB) across CCs on the boundary between two CCs (and causes around 1% EVM (-39dB) within one CC). So for Rx Option3, the RF impairments within one CC would be dominant and the single carrier requirements would be scalable at least for the relative frequency subset of {0, 30, 60, 100} Hz.
Therefore, we can conclude that 
· Observation1: the CA demodulation performance under the certain relative frequency offset would depend on how the UE implement frequency tracking. And if UE can track the frequency on each CC separately, the effect of relative frequency offset would be small.
· Observation2: 1) the across-carrier phase noise effect on CA demodulation performance would be negligible, since the phase noise of one sub-carrier would mainly affect the region closely around it and there would be at least the 19 sub-carrier separation between two CCs. 2) The phase noise could mainly impact the performance within one CC and could be covered by the same 6% EVM model at the transmitter as that for the single carrier case.
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     (a) Rx Option1 tracking fc; frequency error only    (b) Rx Opiton1 tracking fc; frequency error and phase noise
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 (c) Rx Option2 tracking PCC; frequency error only 
 (d) Rx Option2 tracking PCC; frequency error and phase noise
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 (e) Rx Option3 tracking both; frequency error only    (f) Rx Option3 tracking both; frequency error and phase noise
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(g) Single carrier case with tracking; frequency error and phase noise
Figure 4 The EVM caused by the frequency error and phase noise for two CCs. In all the cases, the error of frequency tracking at UE receiver is ideal, i.e., the tracking error Δft = 0Hz. The carrier frequency of CC#1 is deviated from the raster by fe1 and that of CC#2 by fe2. The relative frequency offset is fe1−fe2. For Case 1, fe1= -15Hz, fe2= 15Hz. For Case2, fe1= -30Hz, fe2= 30Hz. For Case3, fe1= -50Hz, fe2= 50Hz. For Case4, fe1= -100Hz, fe2= 100Hz.
2.3 Observed frequency error
A quite simple frequency tracking scheme could be given in Figure 5 as an example, which can be viewed as the way of estimation of the frequency. Here we follow [1].
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Figure 5 Close-loop structure to track residual CFO [1]
A maximum likelihood (ML) approach is used for error generator, i.e.,
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It is observed that ei would depend on the phase noise if we substitute R(k) in Annex into the above equation for ei. Then the frequency estimate is calculated according to the following
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The smaller the parameter α the more significant variation could be observed. And the phase ψi(m) of e−jψ(m) is computed as


[image: image14.wmf](

)

(

)

i

i

i

m

m

e

p

y

y

ˆ

2

1

D

+

-

=

.
Where i stands for the i-th OFDM symbol and α is a parameter (step-size) that controls the dynamic behaviour of the loop.
For the above scheme, the observed/measured frequency would depend on both the relative frequency offset and the phase noise. The noticeable variation of the instantaneous frequency measurement could occur within the short period of 1ms due to the statistically independent phase noise on two CCs. However, the corresponding performance loss would not directly depend on the observed frequency offset or error, but on the phase noise. According to Observation 2, the performance loss of one CC due to the phase noise in CA case would be quite similar to that for the single carrier, if Rx Option3 was used.
Therefore, we have the following observation:
Observation3: The short-term variation of the measured relative frequency offset (/error) due to the phase noise could not directly impact CA demodulation performance. Only the long-term relative frequency offset does, which would result from the drift due to the temperature.
2.4 Simulation results related to three Rx options
The agreed test cases were as following:
For FDD:

· 2x20 MHz 2TX test for TM3, UE cat 5-8, CA capability A-A,C
· Sustained data rate test for cat 6-7 UEs with a 2x20 MHz capability
For TDD:

· 2x 20 MHz 4TX for TM4, UE cat 5-8, CA capability C
“Proposal 2” For RAN4#60, the yellow highlighted scenarios in section 3 of this document are each run with (0Hz, 30Hz, 60Hz, 100Hz) fixed frequency difference errors
In order to fully understand the effect of the relative frequency error, we give more simulation cases, which are summarized below. In these simulations, 6% transmission EVM is assumed for each CC.
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Figure 6 FDD 2x20 MHz 2TX test for TM3, UE cat 5-8, CA capability C
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Figure 7 TDD 2x 20 MHz 4TX for TM4, UE cat 5-8, CA capability C
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Figure 8 FDD Sustained data rate test for cat 6-7 UEs with a 2x20 MHz capability
From the simulation results, the long-term/fixed relative frequency error could not significantly impact the normal demodulation performance under the fading channel. For the sustained data rate test, it would have the negative impact depending on the receiver structure. If the Rx Option 3 assumed, the impact could be minimized.
2.5 Proposals
The above analyses are all based on the assumption of Tx Option1. If Tx Option3 was used, where the CA signal is modulated just like a single carrier, there might be no relative frequency error at all. And the measured relative frequency offset would also be the same since the fully correlated phase noise. In this case, no matter which Rx Options be used, the Rel-8/9 requirements should be scalable. 
But if no Tx options be precluded, some restrict on the relative frequency offset between two CCs should be put for the eNB and the test equipments. As analyzed in Section 2.4, even if the phase noise led to the short-term variation of measured offset, the long-term relative frequency offset could affect the demodulation performance for CA. One way is to define 30Hz relative frequency offset or the minimum one assuming no Rx structure. The other way is to mandate the receiver structure and relax the relative frequency offset values.
From network performance point of view, we prefer to mandate the receiver structure, i.e., requiring UE capable of tracking all the CCs separately, and relax the relative frequency error at transmitter, which would make the implementation of test equipments easy and make specification simple.
Therefore, we have two proposals for the potential solutions:
· Proposal 1: Reuse Rel-8/9 demodulation requirements for each CC. Do not tighten the relative frequency offset on the transmitter and implicitly require all the CA-capable UE to track and correct the frequency error on each CC separately.
· Proposal 2: Reuse Rel-8/9 demodulation requirements for each CC. Define explicitly the long-term relative frequency offset requirement, e.g., as 30Hz or less, within the long observation period instead of 1ms. Do not restrict UE behaviour on frequency tracking. 
In our opinion, the inter-band CA capable UE shall support the frequency tracking on each CC anyway. And the impact of Proposal 1 on the specification would be smaller compared to Proposal 2. But we think that both proposals could work.
3 Power imbalance test
In Annex we give the detailed analysis on the effect of the receiver image on the demodulation performance. Here according to [2], we assume the frequency-independent image and can calculate the IRR as
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We can plot the IRR with respect to different g and φ as shown in the following figures (assuming that g stands for the I/Q gain imbalance and φ for the I/Q quadrature skew here). So the -25dB corresponds approximately g = 1.12 with φ = 0. The ideal value of g is 1. In this case, we can see that the small quadrature skew of φ would have the small effect on IRR. So in the following simulation, we use g = 1.12 with φ = 0 for the simplicity.
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Figure 9 IRR versus g and φ: X axis corresponds to g and Y axis for IRR
In Figure 8, we plot the curves of SINR versus input power level with respect to SIR, where SIR is the ratio of the signal power over the image interference power. The power of the image interference is 
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where ΔP is the power imbalance between two CCs. So SIR and SINR are denoted by
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respectively, where Nth is the thermal noise considering the 9dB noise figure. When the input power level is larger than -85dBm/15KHz, the SINR approximates SIR with the tolerance less than 0.1dB. And we also plot the curves for the cases where the extra EVMs except for the image are 1%, 2% and 4% respectively. As we can observe in the right of Figure 2, the SINR loss due to the extra 4% EVM is approximately 0.5dB at -85dBm/15KHz input level. If -85dBm was used, SIR should be equivalent to SINR. So we use -85dBm/15KHz as the input power level.
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Figure 10 SINR vs input power level with respect to SIR, SIR = 19dB #1 corresponds to the EVM except for the image interference is equal to 1%, SIR = 19dB #2 corresponds to 2% and SIR=19dB #3 corresponds to 4%.

The basic simulation assumptions are given in [3]. In the simulation, we need to evaluate the following MCS and TM combination:
Table 1 Simulation assumptions for the power imbalance test

	No.
	Antenna configuration
	MCS
	TM

	1
	1x2
	3/4 64QAM
	TM1

	2
	1x2
	5/6 64QAM (corresponding to the second largest TBS for 20MHz)
	TM1

	3
	1x2
	R31-4 Max code rate (corresponding to the largest TBS for 20MHz)
	TM1

	4
	2x2 Static channel
	R31-4 Max code rate (corresponding to the largest TBS for 20MHz)
	TM3


It was agreed that the power imbalance (ΔP) would be 6dB. So the desirable SIR would be 19dB considering -25dB image rejection. The simulation results of throughput versus SIR are given in Figure 9. In Figure 9 (a) we change ΔP to observe the throughput variation with respect to the power imbalance. In Figure 9 (b) we change the parameter g to observe the throughput variation with respect to the image rejection characteristic.
From the results, the combination of 64QAM 3/4 and 64QAM 5/6 with TM1 would not be suitable, because the resulted relative throughput around 19dB was 100%. The maximum code rate with TM1 might be feasible, since the throughput at the desired point was around 50% of the maximum throughput. 
But as observed from the figure, the curve corresponding to the maximum code rate is not very steep. So it seems that the test metric may not be sensitive to the change of parameter g. One possible way is to decrease ΔP, e.g., 4.5dB power imbalance, or increase ΔP, e.g., 8dB to adjust the test point to the steep slope. But the risk for decreasing ΔP would be the resulted image interference would not be the dominant interference. For example, if 4.5dB is used, the corresponding EVM would be 9.4%, while the 6dB imbalance translates to 11.2% EVM. So in this case the other RF-imperfect sources would jeopardize the test. The disadvantage for increasing ΔP would be that the test metric might be sensitive to the error of ΔP, which would also jeopardize the robustness of the test.
Therefore, we still propose to use the combination of maximum code rate with TM1 for the test as a tradeoff between testability and robustness, although it would be a little difficult to distinguish the image rejection range from g = 1.12 (-25dBc) and g = 1.14 (-23.7dBc).
And in Figure 9 (b), we also give the curves with respect to the relative frequency error 200Hz and the different receiver frequency tracking methods. Since the receiver image dominated the total interference and the corresponding test point was not more than 20dB, the degradation of performance due to the relative frequency offset would be negligible.

We think that 1x2 would be OK for the power imbalance test. From the simplicity point of view, it would be no need to utilize 2x2 configuration.
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(a) PCC throughput versus SIR (or ΔP)
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(b) PCC throughput versus g when φ=0 and ΔP=6dB (or SIR = 19dB)
Figure 11 Simulation results of PCC for the power imbalance test with respect to the different MCS. The vertical pink dash line corresponds to the desired 19dB SIR in (a) and the desired image rejection ratio, i.e., g=1.12, in (b).
Therefore we propose that:

Proposal 3: Use maximum code rate with TM1 and 2x20MHz, -85dBm/15KHz for PCC power level and 6dB imbalance for the power imbalance test.
We summarize the working assumptions in Table1 and Table2.

Table 2 Simulation assumptions for FDD power imbalance test

	Parameter
	Unit
	Value

	Bandwidth class
	MHz
	2x20, Class C

	Transmission mode
	
	1

	Antenna configuration
	
	1x2

	CodeBookSubsetRestriction bitmap
	
	n/a

	Downlink power allocation
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	Symbols for unused PRBs
	
	OCNG

	Number of HARQ process
	Process
	8

	Maximum number of HARQ
	
	4

	Redundancy version coding sequence
	
	{0,0,1,2}

	Number of OFDM symbols for PDCCH
	OFDM symbols
	2

	UE category
	
	5-8

	Measurement channel
	
	[TBD] Maximum code rate

	Test Metric
	
	Relative Throughput ([49%])

	Note 1:
No external noise sources are applied


Table 3 Simulation assumptions for TDD power imbalance test

	Parameter
	Unit
	Value

	Uplink downlink configuration (Note 1)
	
	5

	Special subframe configuration (Note 2)
	
	4

	Bandwidth class
	MHz
	2x20, Class C

	Transmission mode
	
	1

	Antenna configuration
	
	1x2

	CodeBookSubsetRestriction bitmap
	
	n/a

	Downlink power allocation
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	Symbols for unused PRBs
	
	OCNG 

	Number of HARQ process
	Process
	7

	Maximum number of HARQ
	
	4

	Redundancy version coding sequence
	
	{0,0,1,2} for 64QAM

	Number of OFDM symbols for PDCCH
	OFDM symbols
	2

	UE category
	
	5-8

	Measurement channel
	
	[TBD] Maximum code rate

	Test Metric
	
	Relative Throughput ([TBD])

	Note 1:
No external noise sources are applied


4 Simulation results for CA

In this section we give our simulation results for 20MHz FDD. The detailed simulation assumptions are given in [4].
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Figure 12 FDD 1x2 QPSK 1/3 20MHz
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Figure 13 FDD 2x2 16QAM 1/2 20MHz LD-CDD
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Figure 14 TDD 4x2 16QAM 1/2 20 MHz TM4
5 Conclusions

In this paper, we give our ideas on CA demodulation and also give some simulation results. We try to summarize our conclusions below.
For the relative frequency error, we observe that
Observation1: the CA demodulation performance under the certain relative frequency offset would depend on how the UE implement frequency tracking. And if UE can track the frequency on each CC separately, the effect of relative frequency offset would be small.

Observation2: 1) the across-carrier phase noise effect on CA demodulation performance would be negligible, since the phase noise of one sub-carrier would mainly affect the region closely around it and there would be at least the 19 sub-carrier separation between two CCs. 2) The phase noise could mainly impact the performance within one CC and could be covered by the same 6% EVM model at the transmitter as that for the single carrier case.

Observation3: The short-term variation of the measured relative frequency offset (/error) due to the phase noise could not directly impact CA demodulation performance. Only the long-term relative frequency offset does.
We have two proposals for handling the relative frequency offset:
Proposal 1: Reuse Rel-8/9 demodulation requirements for each CC. Do not tighten the relative frequency offset on the transmitter and implicitly require all the CA-capable UE to track and correct the frequency error on each CC separately.

Proposal 2: Reuse Rel-8/9 demodulation requirements for each CC. Define explicitly the long-term relative frequency offset requirement, e.g., as 30Hz or less, within the long observation period instead of 1ms. Do not restrict UE behaviour on frequency tracking.
For the power imbalance test case, we have the following proposal:
Proposal 3: Use maximum code rate with TM1 and 2x20MHz, -85dBm/15KHz for PCC power level and 6dB imbalance for the power imbalance test.
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7 Annex: Analysis of ICI due to relative frequency offset, phase noise and receiver image

In this section, we give the detailed analysis of the ICI caused by relative frequency offset, phase noise and receiver image for the contiguous CA with two CCs. Firstly we assume that the receiver image is frequency-independent. For simplicity, we focus on 1Tx-1Rx case.
The received signal at the receiver connector for the i-th OFDM symbol is denoted as
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where fc is the center carrier frequency, fe1 and fe2 are the frequency offsets of CC #1 and CC #2 deviated from the desirable frequency raster (which is caused by the absolute frequency error of the oscillator or the frequency synthesizer), x1(n) corresponds to the signal in the range of (0, 20MHz), x2(n) to that in the range of (-20MHz, 0), φTi stands for the phase noise at the transmitter for the i-th CC, Ts is the sample interval, Ng is the length of CP, N is the FFT size and Ns=Ng+N. And the the channel response is hi(t). Here we neglect the white noise.
7.1 ICI of Rx Option1
For Rx Option1, considering the phase noise, frequency error and the receiver I/Q imbalance, the LO frequency at the receiver (assuming that g stands for the I/Q gain imbalance and λ for the I/Q quadrature skew) is


[image: image40.wmf](

)

(

)

(

)

(

)

(

)

s

s

c

s

s

c

T

iN

n

f

N

j

j

T

iN

n

f

N

j

j

LO

e

ge

e

ge

n

s

+

-

+

-

-

+

+

=

~

2

~

2

1

2

1

1

2

1

p

l

p

l

,

the final received signal on CC#1 after the mixer and DFT/FFT is denoted by
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Here the frequency tracking is used. Assume that ε1=(fc−fc+fe1)Ts and ε2=( fc−fc+fe2 )Ts that stand for the remaining frequency offsets comparing with the desirable frequency raster at receiver after the frequency synchronization. And if assuming
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then it can be deduced that
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(1)

It is easy to calculate the signal-to-interference ratio as
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(2)

Here we neglect the image caused by ICI. In the above formula, we use
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where Rv(l) is the covariance function for the phase noise, include the phase noises at both transmitter and receiver. 

For CC#2, we just need to swap the subscript and get


[image: image51.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

å

å

-

=

-

-

¹

=

-

-

-

-

+

+

-

-

+

+

-

+

=

1

0

1

1

,

1

1

2

1

,

0

2

2

,

2

2

2

2

2

,

2

2

2

2

1

2

2

1

2

1

1

2

1

1

2

1

N

p

N

i

j

j

N

k

p

p

N

i

j

j

N

i

j

j

p

k

f

p

X

p

H

e

ge

p

k

f

p

X

p

H

e

ge

f

k

X

k

H

e

ge

k

R

e

e

e

pe

l

pe

l

pe

l



 EMBED Equation.3  [image: image52.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

å

å

-

=

*

*

*

-

-

=

*

*

*

-

-

-

-

-

+

-

-

-

-

+

1

0

1

1

,

1

1

2

1

0

2

2

,

2

2

2

1

2

1

2

1

1

2

1

N

p

N

i

j

j

N

p

N

i

j

j

p

k

N

f

p

X

p

H

e

ge

p

k

N

f

p

X

p

H

e

ge

e

e

pe

l

pe

l

.
 (3)


[image: image53.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

.

1

1

,

2

1

2

1

2

2

1

0

1

1

,

2

1

1

0

,

0

2

2

,

2

2

2

2

,

2

2

2

e

e

e

e

-

-

+

ú

ú

û

ù

ê

ê

ë

é

-

-

+

-

-

-

»

å

å

-

=

-

¹

=

N

N

p

N

N

p

p

N

N

P

k

N

X

E

C

C

p

k

P

p

X

E

p

k

P

p

X

E

P

k

X

E

SIR


(4)
If only taking the impairment on the transmitter side into account and assuming the ideal receiver, then ε1= fe1Ts and ε2= fe2Ts for the equation of (1)~(4), g=1 and λ=0, and 
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7.2 ICI of Rx Option2
Suppose that CC#1 is PCC and CC#2 is SCC. Replacing the ε1 and ε2 f using ε1= (fc−fc+fe1−fe1)Ts and ε2=( fc−fc+fe2−fe1)Ts in the equation of (1)~(4), we can calculate the signal model and SIR for Rx Option2. If we further assume that the UE receiver is ideal, i.e., only considering the effect on the transmitter side, then ε1= 0 and ε2=( fe2−fe1)Ts, which corresponds to the relative frequency offset, and g=1 and λ=0,. Here we can observe that only SCC would be jeopardized by the relative frequency offset.

7.3 ICI of Rx Option3
For the CC#1, using ε1= (fc−fc+fe1−fe1)Ts and ε2=( fc−fc+fe2−fe1)Ts in the equation of (1)~(2) results in the signal model and SIR equation. For CC#2, using ε1= (fc−fc+fe1−fe2)Ts and ε2=( fc−fc+fe2−fe2)Ts in the equation of (3)~(4) results in the signal model and SIR equation. If the UE receiver is ideal, then for CC#1 ε1= 0 and ε2=( fe2−fe1)Ts and for CC#2 and ε2=0 and ε1= (fe1−fe2)Ts, and g=1 and λ=0.
7.4 Power spectral density for the phase noise
Firstly, we only take the phase noise into consideration. Regarding the power spectral density PN(k) for the phase noise, there were a lot of papers in the literature, some using the Brownian model and the other using the LTV model. We try to use the more pragmatic method, i.e., directly following the power spectral density of phase noise defined in the frequency synthesizer data sheet and simplifying the model as shown in Figure 6. As we can observe from Figure 6 (c), the level of the zero points of PN(k) would rise, which is the ICI due to the phase noise. 
Secondly, if the phase noise on the UE side is considered, the total power spectral density is the convolution of two power spectrum density functions on the transmitter and receiver sides. Generally speaking the characteristic of the LO phase noise at UE would be worse than one at eNB, which would degrade the SIR further. But we did not consider that because we want to get some non-receiver-agnostic requirements. So we mainly focus on the transmitter side. The effect of the LO phase noise on the UE side could be covered by the impairment margin just as we have already done in Rel-8/9 (we do believe that the phase noise would cause the marginal SINR loss across two CCs).
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Figure 15 The power spectrum related to phase noise for open loop oscillator at transmitter, (a) the single sideband power spectral density of phase noise φ(n), (b) the power spectral density for ejφ(n), (c) the comparison between the close-in power spectral density, i.e., PN(k ), for ejφ(n) with and without phase noise.
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