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1. Introduction
In RAN4 #57AH, the eDL-MIMO correlation matrices had been discussed in [1~4]. It seemed to be acceptable that RAN4 could use 
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to model the correlation matrices with polarized antennas at both eNB and UE sides. But there were some remaining issues that should be addressed.
·    The proper formula of polarization correlation matrix and RAN1/4 compliant correlation matrices element indexing;
·    Whether or not the configuration of X-pol at transmitter and co-pol at receiver should be used and how to define and utilize the high correlation matrices.
Regarding the first one, there were two candidate matrices of Г as given in [1] and [2] respectively. But no matter which one was used, the permutation matrices of P, as shown in [3], would be needed to match the RAN1 channel indexing for the 8Tx eDL-MIMO antennas and also to match the existing RAN4 correlation matrix indexing. Actually there exist more than two different Г matrices. And each Г including those in [1] and [2] could be used as long as the proper permutation matrix of P was employed. Maybe none of them could beat the others. We can say that there might be some kind of ambiguity for the definition of Г. Therefore we try to make some modification to define the correlation matrices based on the Г proposed by [1] and the permutation method proposed by [2]. In this way, we could omit the complex indexing and make the matrix easy to match RAN1 and RAN4 existing ones.
Regarding the second one, it would be difficult to use the X-pol (at eNB side) to X-pol (at UE side) antenna configuration to model the high correlation matrix with rank equal one and relatively low capacity. The analysis shows that the X-pol (at eNB side) to co-pol (at UE side) and co-pol to co-pol both could be used to model high correlation matrix. Moreover, the other spatially high correlation matrix, which can support two layer transmissions, is suggested based on X-pol to X-pol configuration and the corresponding new PMI test is proposed.
2. Г matrix and corresponding indexing
2.1 Correlation matrix indexing in RAN1 and RAN4

According to RAN1 agreements the X-pol antenna will be indexed like the following way:
When the antenna are cross-polarized, the N antennas are labeled such that antennas for one polarization are listed from 1 to N/2 and the antennas for the other polarization are listed from N/2 + 1 to N. N refers to the number of transmit or receiver antennas.
Figure 1 through Figure 3 give the typical cross polarized antenna array at both eNB and UE sides.
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Figure 1 RAN1’s index for 8Tx cross polarized antenna at eNB side
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Figure 2 RAN1’s index for 2Rx cross polarized antenna at UE side

[image: image4.emf]1 2

3 4


Figure 3 RAN1’s index for 4Rx cross polarized antenna at UE side
So if we use the signal model y=Hx, we can obtain the channel matrix H denoted by
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(1)
where Nt is the number of transmit antenna and Nr is the number of receiver antenna, and tn and rm denote the n-th transmit antenna element and m-th receiver antenna element. And RAN1 used this kind of signal model and channel model and the 8Tx pre-coder in RAN1 could match this model directly. If we use the vectorization operation as defined in linear algebra and matrix theory, i.e. specifically, the vectorization of an m×n matrix A, denoted by vec(A), is the mn × 1 column vector obtain by stacking the columns of the matrix A on top of one another, we can obtain
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(2).
The indexing is in ascending order firstly with respect to receiver antenna and then with respect to transmit antenna. And then we can get the correlation matrix with the corresponding labelling as following
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.(3)
The labels along the row of R can be written down as [t1r1, t1r2, …, t1rNr,t2r1,…,tNtrNr]. So during the simulation, we can use the operation similar to that shown in [2] to easily get the channel matrix H as following
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Although we can also get H through the other way, e.g. using cholesky decomposition instead of R1/2, we agree that formula (4) would be a clear way to get the channel matrix.
On the other hand, the similar labelling way could be applied to the existing RAN4 correlation matrices as given in TS36.101, e.g. for 2x2 correlation matrix
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the index along the Rspat row would be [t1r1,t1r2,t2r1,t2r2]. 
Therefore the question would be whether we can design the correlation matrix, whose labelling (or indexing) can match the antenna indexing in RAN1 and the existing correlation matrix labelling way in RAN4.
2.2 Indexing corresponding to
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As shown in Figure 1, ReNB defines the autocorrelation function between different transmit antenna pairs in spatial domain, e.g. ReNB(1,2) denotes the spatially correlation between transmit pair (t1,t5) and transmit pair (t2,t6). And the RUE has the similar meaning. So we can have
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The corresponding index for (6) along the first column depends on the index for Г matrix. And currently two Г matrices were given in [1] and [2] respectively. As shown in Figure 4, we take 2×2 case for example to deduce the Г matrix. 

[image: image12.emf]t

+

t

–

eNB

UE

r

H

r

V


Figure 4 the 2×2 cross polarized antenna configuration
Assume t+ denotes the +45° polarization and t– denotes the −45° polarization at eNB side and rV denotes the vertical polarization and rH denotes the horizontal polarization at UE side. And we use the signal model as y=Hx. We can get
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After the vectorization operation, we can get
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For this vector, as shown in [1], the resulted polarization correlation matrix Г is denoted by
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If (9) is used, it can be deduced that the indexing for cross polarized correlation matrix would be denoted as
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For example the 8×2 correlation matrix is indexed along the first column as
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For 8×4 correlation matrix is indexed along the first column as
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For convenience, we suppose that Nt and Nr are even number. We can observe that the index corresponding to receiver antenna is in ascending order but the index corresponding to transmitter is not. So any way we need some kind of permutation matrix to reshuffle the whole indexing to match RAN1 channel model.
On the other hand in TR25.814 [5], which is the TR to help TSG RAN WG1 to define and describe the potential physical layer evolution under consideration and compare the benefits of each evolution techniques, and in WiMAX 802.16 [6], another matrix Г is defined which corresponds to the vector of 
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And the resulted matrix Г is
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 We cannot use the operations of vec( ) and unvec( ) which are well defined in matrix theory to transform Г1defined in (12) to H directly. But (12) has been well defined for SCM-A, SCM-C and etc with a lot of detailed configuration in TR25.814 and WiMAX. And if we use some kind of permutation matrix of P
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then we can prove easily that
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If (11) is used, it can be deduced that the indexing for cross polarized correlation matrix would be denoted as
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For example the 8×2 correlation matrix is indexed along the first column as
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For 8×4 correlation matrix is indexed along the first column as
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As shown in (10) and (15) as well as the corresponding examples and comparing the two resulted indeices with the RAN1 8Tx correlation indexing as shown in (2), we can observe that 
Observation 1: No matter which Г, i.e. (9) or (12), is used, the indexing of the resulted two correlation matrices could not match RAN1 indexing way and RAN4’s existing correlation matrix indexing for 8Tx X-pol.
If we denote the correlation matrix compliant with RAN1’s channel matrix H as shown in (3) as RRAN1 and denote the correlation matrix resulted from 
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 as R, we can deduce that
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where the matrix of P is the permutation matrix or communication matrix well defined in matrix theory, which has only 1 element along row or column and 0 for the others.
If the different Г cooperates with proper permutation matrix P, the same correlation matrix will be resulted in. So from this point of view of the final resulted matrix, all the Г are equivalent for 8Tx case. One possible advantage of (9) is that when the configuration degrades to 2×2 one P will be needed. In [3] the P corresponding to (9) is well defined. But we can also give the P for (12).
If we use (16) to generate the final correlation matrix, more than two Г can be used except for (9) and (12). Actually we can have totally twenty-four Г if we do not take the duplication into account. For example, if the vector looks like
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the matrix can be obtained as following
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Definitely we can find the proper P matrix for Г2 to make Г2 work to generate the correlation matrix for X-pol 8Tx case.
So from this point of view, there would be different question why we use this Г rather than the other one to generate the correlation matrix since all the Г would be equivalent.
3. Possible correlation matrix definitions and proposal
Based on the above discussion, one problem would be that 
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could be used for generation of correlation matrix but the resulted R would not match the indexing way for RAN4 existing correlation matrix and RAN1 X-pol antenna. 
The other one would be that maybe a number of Г combined with the proper P all mentioned above could be feasible. 
To solve the above two problem, we give several following solutions:
·    Option1: use 
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as well as the corresponding permutation matrix P when generating the Channel matrix for eDL-MIMO evaluation. The generated correlation R might not match RAN1’s channel indexing by using vec() and unvec() operations.
·    Option2: use
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, including the permutation matrix P into the R generation. So the resulted correlation matrix R would be indexed in the same way as RAN4 existing correlation matrix and to match RAN1 antenna indexing directly using vec() and unvec() operations. 
·    Option3: use
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 and 
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, including the permutation matrix P into the R generation. Compared with Option2, this way could simplify the matrix P. The resulted indexing would match RAN4 and RAN1 directly.
·    Option4: use a block matrix of
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, where 
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 and I is a 2×2 identity matrix. In this way, the indexing for the resulted correlation matrix would match the indexing of RAN4’s existing correlation matrices and RAN1 antenna configuration. And the permutation P would not need to be explicitly employed and we might not need to think which Г should be used because only one Г is suitable.
In the following, we will give a more detailed analysis.
3.1 Option1
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The formula of 
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will be used. And permutation matrix of P will be used when generating the channel matrix H, i.e. 
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where Rtap is the normalized coefficient and Hiid is the matrix with all the elements being independent and identically distributed random variables.
One question here is how we can specify the permutation matrix and whether (19) should be specified and how to do that. Maybe we can use cholesky decomposition instead of R1/2 for generating H, i.e.
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And if the vec ( ) and unvec () is not well supported by some simulation platform, maybe we do not use the operation as shown in (19). So it might be unsuitable to specify (19) in standards. And maybe some modification would be needed.
3.2 Option2 
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A straight forward modification based on Option1 would be including directly permutation matrix of P in R, i.e.
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The formula of (21) will be specified. But still the question would be all pairs of P and Г would be equivalent. And if 
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is used, the permutation matrix P will be given by
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And the same story happens to Г1 as defined in (12) we can also get the corresponding permutation matrix P, e.g. for 8×2 the permutation matrix would be
P =
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And we also can get the uniform formula for different Nr and Nt. But we can simplify the correlation matrix further in order to eliminate the ambiguity of pairs of Г and P for specification.
3.3 Option3 
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If 
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is used, the corresponding indexing for the first column of R would be
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We can observe that the indices corresponding to receiver in (10) is in ascending order already. As long as we adjust the indices corresponding to transmitter element, the resulted indexing would be match RAN1 and RAN4 existing ones. So we can use the formula like
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(23)
to model the correlation matrix. Notice that 
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is the correlation matrix for Nt×2 X-pol antenna configuration at both eNB and UE sides. 
The advantage of this method is that P is not related to the number of receiver antenna elements. For 8Tx cases, only one P will be used for 8×2, 8×4 and 8×8 cases. 
3.4 Option4 the block matrix method
Based on (23) and (9) we can simplify the correlation matrix further. We start with
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. If we partition the polarization matrix of Г into one 2×2 block matrix as shown below
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then we can prove that 
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where P is defined in (22). The details are given in Annex A. From the Annex A, we also observe that (25) is quite a general formula on matter what kind of X-pol antennas used at both eNB and UE sides.
Therefore for 8Tx eDL-MIMO case we can get the total correlation matrix as denoted by
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where 
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 and I is a 2×2 identity matrix. If this definition was used, no explicit permutation matrix would be needed to make the indexing of the resulted correlation matrix match those used in RAN1 and RAN4.
3.5 Proposals for the correlation matrix
Option 3 and Option 4 would be the simpler compared with Option1 and Option2. We are OK with both Option 3 and Option 4. And further we prefer slightly to Option 4 since we do not need to define permutation matrix explicitly and that would make specification quite concise. And Option 4 is also based on the Г matrix proposed by [1] and permutation operation given in [3]. An implicit permutation operation is applied in Option 4. 
Proposal 1: slightly prefer to using
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to model correlation matrix for 8Tx.
For low correlation matrix, we suggest using γ=0 (XPR=1), because when α=β=0 the resulted correlation matrix would be identity matrix. Although it might be difficult to obtain the identity matrix when X-pol was used, the identity matrix would be helpful to get the different PMI precoders to be fedback equiprobably.
Proposal 2: suggest using γ=0 for low correlation matrix to get an identity low correlation matrix.

4. Spatially high correlation and high correlation matrix for X-pol antenna
In current eDL-MIMO discussion for Rel-10, the new 8Tx X-pol correlation matrix is mainly used for CSI requirements. In Table 1 we list all the channel models for the existing Rel-8/9 CSI requirements. As we can see, the high correlation matrices are used for CQI fading tracking test, and RI test. Here the high correlation means low capacity.
Table 1 Rel-8/9 CSI requirements and corresponding channel correlation matrix (FDD)
	CSI requirements
	Channel correlation matrix

	CQI
	CQI reporting definition under AWGN conditions: PUCCH1-0
	AWGN (1 x 2)

	
	CQI reporting definition under AWGN conditions: PUCCH1-1
	Static channel (2 x 2)

	
	Frequency-selective scheduling mode: PUSCH 3-0
	Two tap channel 1 x 2

	
	Frequency non-selective scheduling mode: PUCCH 1-0
	EPA5 High (1 x 2)

	
	Frequency-selective interference: PUSCH 3-0
	Two tap channel 1 x 2

	PMI
	Single PMI PUSCH 3-1
	EVA5 low 2x2

	
	Multiple PMI PUSCH1-2
	EPA5 low 2x2

	RI
	EPA5 low 2x2 and high 2x2


In Rel-10, there would be mainly two changes: 1) the X-pol 8×Nr antenna will be used; 2) CSI-RS will be used for CSI measurement. The two changes are coupled with each other to some extent. So if we want to test CSI-RS based CQI performance, 8Tx or 4Tx and 2Rx would be used. In order to fix PMI, it was suggested that full (with all one elements in correlation matrix) or high correlation matrices should be used. Therefore 
Observation 2: for CSI-RS based CQI requirements, high or full correlation matrix, whose capacity is relatively low, should be defined for 8Tx, since 8Tx or 4Tx and 2Rx would be used.
As discussed in [1, 2], it would be difficult to get the high correlation matrix according to the capacity criterion based on X-pol (at eNB side) to X-pol (at UE side) case. Option 1 would be based on X-pol to co-pol configuration as given in [2] and option 2 would be based on co-pol to co-pol cases proposed by [3].
Now the question is which kind of antenna configuration should be used to define the high correlation matrix with rank-1 and relatively low capacity.  In Figure 5, we compare the capacity for X-pol to co-pol and ULA configuration. It is shown that both configurations can be used to form high correlation matrix with relatively low capacity. The only difference would be that for ULA configuration the new spatially correlation matrix will be needed at either eNB or UE side.
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Figure 5 Capacity vs SNR for X-pol to co-pol and co-pol to co-pol antenna configuration

Observation 3: If high correlation matrix with relatively low capacity (rank-1) combined with 8Tx would be used for CSI requirements. Some antenna configuration rather than X-pol to X-pol might be needed. Both X-pol to co-pol and co-pol to co-pol configurations could be used.
So if we want to use high correlation matrix with 8Tx for CSI requirements, the other cross polarized antenna configuration rather than X-pol to X-pol would be used. But whether or they are needed depends on whether the high correlation is used together with 8Tx configuration.
For Rel-10 PMI test, the similar methodology for Rel-8/9 would be used. In Rel-8/9 only low correlation matrix is used. But in Rel-10 because X-pol antenna is the baseline and the double codebook structure is actually used. And for MU-MIMO, the azimuth spread is low which implies highly spatially correlated channel. In this scenario, the long-term property of channel might be constant, which means the constant W1 to be fed back. But unlike Rel-8 high correlation matrix, the capacity of channel might not approach that of full correlation matrix if the X-pol Rx is used, because it will bring two uncorrelated branch and give two spatial degrees of freedom. 
Observation 4:  for X-pol antenna configuration, there would be two kinds of high correlation: 1) spatially high correlation with rank-1 and relatively low capacity (high correlation for short); 2) spatially high correlation with rank-2 and relatively high capacity (spatially high correlation for short).
But it would be difficult for us to replace high correlation matrix by spatially high correlation matrix based on X-pol to X-pol configuration, because in those cases rank-1 channel was needed.
In Rel-10 PMI test if using low correlation matrix, the adaptation using codebook W1 and codebook W2 are verified simultaneously. If spatially high correlation matrix was used, W1 would approximately be constant but the adaptation using codebook W2 would be verified. In this case, we can test PMI adaptation more thoroughly.
Proposal 3: It is suggested to define spatially high correlation matrix for the case with the X-pol antennas at both eNB and UE sides. The adaptation using W2 is suggested to be verified based on the proposed spatially high correlation matrix.
We summarize the possible correlation matrices based on polarization antenna that would be needed for 8Tx and CSI-RS based CSI accuracy tests in the following:
·    Low correlation matrix: used for PMI to test the W1 and W2 adaptation together, and RI test. X-pol to X-pol and formula (26) with γ=0 could be used.
·    High correlation matrix with rank equalling to one and relatively low capacity: used for CQI and RI test based on 8Tx or 4Tx. Both X-pol to co-pol or co-pol to co-pol could be used.
·    Spatially high correlation matrix with rank-2 and relatively high capacity: used for PMI to test W2 adaptation only. X-pol to X-pol and formula (26) could be used and the value of γ is FFS.
The usage of medium correlation matrix is FFS. And the detailed design for co-pol to co-pol correlation matrix is given in [7].
5. Conclusions
In this paper, we discuss two issues: 1) how to model the correlation matrix for 8Tx X-pol antenna; 2) how to define the proper high correlation matrix for CSI-RS based CSI requirements. The conclusions are summarized as below:
Observation 1: No matter which Г, i.e. (9) or (12), is used, the indexing of the resulted two correlation matrices could not match RAN1 indexing way and RAN4’s existing correlation matrix indexing.
Proposal 1: slightly prefer to using
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to model correlation matrix for 8Tx.
Proposal 2: suggest using γ=0 for low correlation matrix to get an identity low correlation matrix.
Observation 2: for CSI-RS based CQI requirements, high or full correlation matrix, whose capacity is relatively low, should be defined for 8Tx, since 8Tx or 4Tx and 2Rx would be used.

Observation 3: If high correlation matrix with relatively low capacity (rank-1) combined with 8Tx would be used for CSI requirements. Some antenna configuration rather than X-pol to X-pol might be needed. Both X-pol to co-pol and co-pol to co-pol configurations could be used.
Observation 4:  for X-pol antenna configuration, there would be two kinds of high correlation: 1) spatially high correlation with rank-1 and relatively low capacity (high correlation for short); 2) spatially high correlation with rank-2 and relatively high capacity (spatially high correlation for short).
Proposal 3: It is suggested to define spatially high correlation matrix for the case with the X-pol antennas at both eNB and UE sides. The adaptation using W2 is suggested to be verified based on the proposed spatially high correlation matrix.
The text proposal for X-pol to X-pol correlation matrix based on Proposal 1 is given in Annex B.
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We apply the definition of P in (22) to the above formula, i.e. change the indexing along the row and then column of R from 
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In details, firstly we need extract the row corresponding to 
[image: image66.wmf]2

1

2

1

1

2

,

r

t

r

t

Nt

Nt

+

+

,
[image: image67.wmf]2

2

2

1

2

2

,

r

t

r

t

Nt

Nt

+

+

,…, 
[image: image68.wmf]2

1

,

r

t

r

t

Nt

Nt

 and stack them into a Nt/2×Nt matrix and we also stack the other rows into the other Nt/2×Nt matrix, and then put the latter on the top of the former one to form a Nt×Nt matrix. Then based on the resulted matrix, we extract the column corresponding to
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and stack them into a Nt×Nt/2 matrix and stack the rest columns into another Nt×Nt/2 matrix and then put the latter on the left of the former to form a Nt×Nt matrix. That would be what we want. Therefore, we can apply permutation on R and then get
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8. Annex B
<< TEXT Proposal >>

Annex C: Channel Models 

C.x
Correlation Matrices for 8Tx with cross-polarized antennas

C.x.1  
Definition of MIMO Correlation Matrices

Table c.x.1-1 defines the spatial correlation matrix ReNB for cross-polarized antenna pair at the eNodeB side.
Table c.x.1-1 eNodeB spatial correlation matrix for one pair of cross-polarization antennas
	
	One antenna pair
	Two antenna pair
	Four antenna pair

	eNode B spatial Correlation
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Table c.x.1-2 defines the spatial correlation matrix RUE for cross-polarized antenna pair at the UE side.
Table c.x.1-2 UE spatial correlation matrix for one pair of cross-polarized antennas
	
	One antenna pair
	Two antenna pair
	Four antenna pair

	UE spatial Correlation
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For the cases with more antennas at either eNodeB or UE or both, the channel spatial correlation matrix for cross-polarized antennas can be expressed as the Kronecker product block matrix of
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where ReNB denotes the spatial correlation matrix for the eNodeB , RUE denotes the spatial correlation matrix for the UE, Г denotes polarization covariance matrix, and
[image: image81.wmf]Ä

denotes Kronecker multiplication. The definition of Г is given by
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and I is 2×2 identity matrix. k is the normalized coefficient and FFS. The cross-polarized antennas are at both eNodeB and UE sides. The array antenna with ±45° slant polarization is used at eNodeB side and the antennas with vertical and horizontal polarization is used at UE side. 
When the antenna are cross-polarized, the N antennas are labeled such that antennas for one polarization are listed from 1 to N/2 and the antennas for the other polarization are listed from N/2 + 1 to N. N refers to the number of transmit or receiver antennas. Figure c.x.1-1 gives the indexing for 8 cross-polarized antennas at eNodeB side. Figure c.x.1-2 gives the indexing for 2 cross-polarized antennas at UE side.
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Figure.c.x.1-1.   The index for 8 cross-polarized antennas at eNB side
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Figure.c.x.1-2.   The index for 2 cross-polarized antennas at UE side
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Figure.c.x.1-3.   The index for 4 cross-polarized antennas at UE side
Table c.x.1-3 defines the correlation matrices for the cases when the cross-polarized antennas are used at both eNodeB and UE sides. And the indexing of the correlation matrix R is FFS.
Table c.x.1-3 Correlation matrix for cross-polarized antenna at both eNB and UE sides
	Cross polarized Antenna configuration
	Correlation matrix R

	8×2 (Note1)
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	8×4 (Note2)
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	8×8 (Note3)
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The indexing for correlation matrix in Table c.x.1-3 is similar to that for the existing correlation matrices.
C.x.2 
MIMO Correlation Matrices at High, Medium and Low Level
Table c.x.2-1 gives the MIMO correlation matrices at high, medium and low level when the cross-polarized antennas are used at both eNodeB and UE sides. 
Table c.x.2-1 MIMO correlation matrices with cross-polarized antennas on eNB and UE sides

	Low correlation
	Medium Correlation
	Spatially high Correlation

	(
	(
	γ
	(
	(
	γ
	(
	(
	γ

	0
	0
	[0]
	TBD
	TBD
	TBD
	TBD
	TBD
	TBD


 Note: The use of medium correlation matrix is FFS.
The MIMO correlation matrices at high, medium and low level when the cross-polarized antennas are used at eNodeB side and co-polarized antennas are used at UE side are FFS.
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