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1. Introduction
The issue of CQI bias setting has been discussed in various RAN4 meetings without a conclusion. Three schemes were brought out in the RAN4#52bis meeting:
1. Fujitsu, Huawei ‎[1]: The AWGN bias requirement is modified in such manner that when the median CQI – 1 is reported more frequently than median CQI + 1, BLER is tested under the transport block size corresponding to CQI and CQI median + 2, instead of CQI median + 1 and CQI median – 1.

2. Ericsson ‎[2]

 REF _Ref245022240 \w \h 
‎[3]: An additional test point is introduced to allow verification at a slightly different SNR level should the first test point be at an unfortunate input SNR. 

3. Qualcomm ‎[4]: CQI offsets {-1, 0} are introduced in the TBS selection algorithm.

In addition to the above schemes, a compromise proposal based on Scheme 2 was provided in ‎[5].

As the way forward, companies were invited to provide the allowed range of internal CSI biases for different proposals according to the guidelines provided in ‎[6]. 
In the present contribution, we evaluate Schemes 2 and 3 and give our recommendation on the preferred scheme.
2. Analysis
It could be first useful to recap the main drivers for the AWGN bias and PUCCH 1-0 Gamma tests, which in our understanding are
· to verify that the internal bias that the UE applies to CQI is within reasonable limits, and
· to verify that the UE does not apply excessive CQI averaging in time domain.
The preferred bias method should hence be the one that would better satisfy these two primary goals.

Some terminology is given below:
· Zero bias implies that the selection threshold between CQI(N-1) and CQI(N) is set to the SNR that gives 10% AWGN BLER when using MCS(N)
· Positive bias implies that the CQI selection thresholds are shifted towards higher SNR i.e. decreasing the follow-CQI BLER

· Negative bias implies that the CQI selection thresholds are shifted towards lower SNR i.e. increasing the follow-CQI BLER

2.1 Evaluation of the Scheme 2

To assess the impact of the Gamma requirement on the allowed bias range, the relative throughput gain is plotted for the SNR levels ranging from 5 to 13 dB. Furthermore the bias is varied from -0.75 dB to +0.50 dB, noting that +0.50 dB is the maximum bias allowed by the proposed AWGN requirement. The results can be found in Appendix A.
Based on the results, the worst case throughput gain is determined for the two test points (6 and 12 dB), taking also into account that the test is carried out at two SNR points, separated by 1 dB. The process is illustrated in Figure 1 below, showing results for the 6 dB test point. 
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Figure 1 - Throughput gain for the 6 dB test point
It can be seen that having the 1 dB separation improves the worst case throughput gain by 0.05 to 0.10 units depending on the bias level. Furthermore the 1 dB separation seems to be a suitable value as it equals approximately to a half CQI step at both test points. 

The process is then repeated for the 12 dB test point and the worst case throughput gain is plotted versus bias, as shown in Figure 2 below:
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Figure 2 – Worst case throughput gain
As can be seen, the maximum negative bias is -0.50 dB, assuming a minimum requirement of Gamma=1.10. The total bias range (1.0 dB) is hence centered around the zero bias, providing an implementation margin of (0.50 dB. Furthermore it can be seen that a lower Gamma requirement such as 1.05 (as suggested in ‎[5]) would give a mere 0.1 dB increase in terms of the implementation margin, and would seriously compromise time domain averaging detection capability, as will be seen later.
The impact of the BLER requirement on the allowed bias range is studied in Figure 3 below, which shows the follow CQI BLER as a function of bias.
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Figure 3 – Impact of the BLER requirement level on the allowed bias range

As can be seen, a reasonable BLER requirement (2-5%) would not limit the maximum positive bias, but it is rather limited by the AWGN requirement. Hence the BLER requirement would act more like as a sanity check. Furthermore there seems to be no clear motivation for having an excessively low BLER requirement, as suggested e.g. in ‎[7].
Finally we evaluate the excessive time averaging detection capability of the proposed bias method. This is illustrated in Figure 4, which shows the throughput gain as a function of the excessive time averaging. The evaluation is carried out at the SNR level of 8.75 dB, noting that the selection approximately corresponds to a worst case situation in terms of the averaging detection capability. The bias level is set to zero as this would be the optimal choice in terms of the implementation margin.
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Figure 4 – Worst case excessive time domain average detection capability

In the worst case, the proposed scheme would be able to distinguish time averaging lengths greater than 70 ms. It should be noted that this is the absolute worst-case situation, and typically lower lengths, probably in the order of 30 ms, would be detected (assuming a relative throughput gain of 1.35 in the case of no excessive averaging). It also seems that setting Gamma=1.05 would imply quite a bad averaging detection performance due to the flat shape of the curve at low Gamma values.
2.2 Evaluation of the Scheme 3

In this section, the analysis of the previous section is repeated for the Scheme 3. 
The throughput gain results can be found in Appendix B. The worst case throughput gain is illustrated in Figure 5, showing the gain achieved by using the best offset among {-1, 0}. It should be highlighted here that the offset level -1 provided the best throughput gain throughout the evaluated bias range.
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Figure 5 – Worst-case throughput gain

With Scheme 3, the maximum positive bias is limited by the AWGN requirement, while the negative bias is limited either by the Gamma requirement or the AWGN requirement, depending on the choice for the Gamma value. A slightly higher Gamma value could be adopted here compared to Scheme 2, possibly in the order of 1.15-1.20. With such Gamma, the bias range would be approximately 2 dB and the implementation margin in the best case (1 dB. 
The BLER requirement is evaluated in Figure 6, which shows the follow-CQI BLER as a function of the CQI bias. 
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Figure 6 – Impact of the BLER requirement on the allowed bias range

AS can be seen, the BLER is significantly lower compared to Scheme 2 due to the negative shift in the used MCS. Hence a sufficiently low BLER requirement, possibly below 1%, would be needed if the Scheme 3 became selected.
The time domain averaging detection capability is evaluated in Figure 7, which shows the throughput gain as a function of the excessive time domain averaging length. The evaluation is carried out at SNR=7.75 dB, which implies a worst-case throughput gain of 1.44 in the case of no excessive averaging. The CQI bias is set to -1.0 dB i.e. at the mid-point of the bias range.
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Figure 7 – Impact of the BLER requirement on the allowed bias range

As can be seen, the proposed method would be able to distinguish excessive time domain averaging lengths greater than 35 ms, assuming a worst case SNR point and Gamma = 1.15. In a typical case, averaging lengths around 20 ms could be detected (assuming a relative throughput gain of 1.35 in the case of no excessive averaging).
3. Comparison of the bias schemes
The main properties of the bias schemes 2 and 3 are summarized in the table below.
	Property
	Scheme 2
	Scheme 3

	Bias range 
	-0.5 dB to +0.5 dB
(with Gamma = 1.10)
	-2.0 dB to 0 dB

(with Gamma = 1.15)

	Negative bias limited by
	Gamma requirement
	Gamma or AWGN requirement

	Positive bias limited by
	AWGN requirement
	AWGN requirement

	Suitable Gamma requirement
	Gamma = 1.10
	Gamma = 1.15-1.20

	Suitable BLER requirement
	2-5%
	< 1%

	Worst-case time averaging detection capability
	> 60 ms 

(with zero ave tp-gain = 1.45)
	> 30 ms
(with zero ave tp-gain = 1.44)

	Typical time averaging detection capability
	> 30 ms
(with zero ave tp-gain = 1.35)
	> 20 ms
(with zero ave tp-gain = 1.35)


As can be seen, the proposed schemes provide different performance with respect to the desired verification targets, i.e.
· scheme 2 enables more consistent CQI feedback due to shorter bias range, and

· scheme 3 enables better detection of the excessive time averaging.

The final selection of the bias scheme should be hence based on the relative importance of these conflicting aspects. 
Our main concern regarding the existing verification framework (as defined in 36.101) has been that a reasonable Gamma value (such as 1.1) would provide too narrow implementation margin. This seems to be solved with both of the schemes.

In our opinion the 10 ms difference in the averaging detection performance (30 ms max) is not a critical issue, in particular considering that the time averaging behavior would be verified in the subband CQI test as well. Unfortunately there seems to be no analysis available whether the subband or wideband test would yield a tighter averaging requirement. 
Regarding the consistency of the CQI reporting, there has been a lengthy debate whether a large bias range would compromise the system level performance. Due to the differences in the simulation assumptions, it is not easy to conclude whether the bias range of Scheme 3 would have a notable impact in a real network environment or not.
It should be noted that the Gamma and BLER requirements of Scheme 3 would be quite different from the basic scheme that is contained in 36.101. Our fear is hence that the companies would need more time to analyze the requirement setting, hence delaying the completion of the PUCCH 1-0 requirement even further.
Considering the above aspects, we slightly prefer Scheme 2 as the final verification framework, setting Gamma = 1.1 and BLER = 2–5 %.
4. Conclusions

We have analyzed in this contribution the two CQI bias schemes proposed in ‎[2]

 REF _Ref245022240 \w \h 
‎/[3]

 REF _Ref245022252 \w \h 
‎ and [4]. It is found out that both schemes would be feasible for their intended purpose, however ‎[2]

 REF _Ref245022240 \w \h 
‎/[3] enabling more consistent CQI reporting and ‎[4] providing better time domain averaging detection. 
Considering the relative importance of the above aspects as well as the timeline for the Rel-8 requirements, we propose that the scheme ‎[2]

 REF _Ref245022240 \w \h 
‎/[3] would be adopted as the verification framework.
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Annex A – Relative throughput results for the Scheme 2
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Annex B – Relative throughput results for the Scheme 3
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