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1
Introduction

In ‎[1], a distributed FFR algorithm was presented as an interference management technique for HeNBs.  In ‎[2], an adaptive algorithm was presented that starts with non-overlapping resources for HeNBs with strong interference to each other, and then adaptively reallocates additional, possibly overlapping, resources based on the geometries of the UEs that they are serving.  In ‎[3], another interference coordination algorithm was described for coordination between eNBs and HeNBs on DL in which eNBs use Hight Interference Indication (HII) messages to inform HeNBs of macro UEs being scheduled on certain resources and asking them to refrain from those resources.  It also describes a request and release signaling mechanism to reduce the overhead of HII messages.  In this paper, we present an adaptive algorithm that is similar to the above two algorithms in that resources are negotiated and adaptively allocated for different nodes, but in addition uses a utility function that enables nodes to quantify the benefit or loss due to each resource coordination action.  These utility values can then be used at each node to select the right resource coordination requests to be sent to their neighbors, or to select the best requested coordination action from among multiple received requests, and hence to grant/reject the requests based on their quantified benefit to the network.  The utility function can be selected in accordance with the scheduler metric used at different nodes, in which case it will enable a distributed enforcement of network-wide fairness.

2
Utility-Based Resource Coordination
Intra-cell fairness is usually enforced at each node through a scheduling algorithm that, at each scheduling instance, maximizes a scheduling metric (e.g., selects user-resource pairs that result in the largest sum metric).  This scheduling metric can be considered as the marginal utility function, i.e., the derivative of a utility function that the frame-by-frame scheduler attempts to iteratively maximize.  One example of such utility function is [image: image2.png]


, where Ri is the long-term or average throughput of user i.  This corresponds to the well-known proportionally fair scheduler, with the scheduling metric of [image: image4.png]


 where ri is the instantaneous rate of user i.

To enable enforcing network-wide fairness, one can extend the above utility function to the entire network and define it as the sum of utilities of all individual users in the network.  It is easy to verify that, at least on the downlink with a single transmit antenna, for a given set of resource allocations at different nodes, maximizing the network-wide utility reduces to separately maximizing the cell-wide utilities, and hence distributed scheduling.  However, the choice of resource allocation set itself can greatly affect the resulting network-wide utility, particularly in scenarios such as home eNB deployments where strong interference may be present among adjacent nodes.  The utility-based resource coordination algorithm proposed here aims at adaptively determining the network-wide utility-maximizing resource allocation set for any given channel and interference conditions.  Note that, with this approach, resource usage does not need to be a binary decision of either using the resource at full/nominal PSD or not using it at all, and can instead be a soft decision, or at least a selection from a set of multiple possible PSD values.

In this paper we propose a distributed request/grant algorithm similar to the one described in ‎[2], but with the addition that the local utility values (or utility gain/loss values) corresponding to the requested actions are also exchanged between nodes.  These exchanged utility values together with the local utilities computed at the receiving node can be used to compute an overall neighborhood utility gain/loss and then to decide on the best resource coordination action accordingly.  Furthermore, the originating node can also use similar local and/or exchanged utility values to decide on the best action request to send to its neighbors.

Note the following advantages achieved by using this additional information that may be included in the request message and/or exchanged separately:

· Starting from a particular initial state (such as orthogonalized resources, etc) is no longer that crucial; the algorithm can be initialized with a simpler starting point assumption, such as reuse one, and will iteratively arrive at a suitable resource partitioning (whether orthogonal or overlapped) based on the actual channel and interference conditions of the served and interfered UEs.

· There is no need to define and fine tune thresholds on SINR values for initiating requests or granting/rejecting them.  All such decisions can be made based on utility values corresponding to each action or request.  The initiatig node can compute an overall neighborhood utility value for each candidate action (using locally computed and/or previously exchanged utility values), and then choose an action that maximizes the utility function within the neighborhood.  Similarly, the receiving node can compute the overall neighborhood utility corresponding to each received request and its own local candidate actions, and then grant/reject the requests based on these utility values.

Also, similar to, or included in the periodic messages that are described in ‎[2] for orthogonal/reuse subbands updates among neighboring nodes, the utility values (or utility gains/losses) due to different pre-determined resource coordination actions can also be exchanged periodically to facilitate the neighborhood utility computations described above.
3
Numerical Performance Analysis
We investigate downlink full buffer capacity with the simplifying assumptions of perfect rate prediction, capacity look up link to system mapping with 3dB gap to capacity, and no fast fading.  We use a femto layout based on the “5x5 Grid Model” in femto forum evaluation methodology ‎[4]. The path loss is given by PL(dB) = 127+30log10(d), where d is in kilometers. Note that the shadowing standard deviation with this simplified path loss model is 10 dB since no walls have been modelled. Penetration rates of 20%, 50%, and 70% have been studied to test the robustness of the algorithm at different densities.  Each node has a maximum transmit power of 200mW which is used to compute the nominal PSD over a system bandwidth of 5MHz.  A total of four resources are defined over the entire band and the allowed PSDs on different resources are obtained by multiplying the scaling factors from the following sets; two levels: {0, 1}, three levels: {0, 0.1, 1}, or four-levels: {0, 0.01, 0.1, 1}. Noise figure at the UEs is assumed to be 10dB, and a noise floor of -30dB is assumed, resulting in a maximum C/I of 30dB.

In this contribution, control channels are assumed to be reliable between UEs and serving HeNBs. Control channel interference avoidance could be achieved through either static or dynamic time/frequency reuse schemes, which are for further study.

Figure 1 shows the throughput CDFs for reuse one and utility-based adaptive resource coordination schemes with two, three, or four PSD levels on each resource as described above, for the case of 20% penetration.  A log utility function (as described in Section 2) was used for all the results in this paper.  As can be seen in this figure, substantial gain (about an order of magnitude) is achieved at the tail (10%) of the CDF, with around 20% gain in the average throughput.  Also, it is seen that most of the gain is achieved by a two-level power profile in this case.

Figure 2 shows similar results for the cases of 50% (left) and 70% (right) penetration.  As seen in these figures, substantial gains can be achieved over a wide range of penetration rates, which is an indication of the robustness of the algorithm and its ability to adapt to different interference conditions.  The utility increase with respect to reuse one scheme achieved by using a two-level adaptive power profile is more than 150%.  Also included in Figure 2 (left) is a comparison of two-level and three-level power profiles for the case of 50% penetration, which shows an additional utility increase of 30% by using a three-level power profile.

5
Conclusions

This document investigated the HeNB to HeNB DL interference scenario. A utility-based resource coordination algorithm was presented and was shown to provide as much as one order of magnitude increase in the tail of the user throughput CDF and 12-34% increase in the average rate at several penetration rates.  Based on these observations we recommend that RAN4 considers the use of such resource coordination techniques and the corresponding utility exchange mechanisms in the ongoing HeNB studies. This recommendation is made both for FDD and TDD HeNBs. 
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ReuseOne,

Utility = 7.18,

Average Rate = 14.97 Mbps

Two-Level Adaptive,

Utility = 13.96,

Average Rate = 16.72 Mbps

Three-Level Adaptive,

Utility = 15.13,

Average Rate = 17.85 Mbps

Four-Level Adaptive,

Utility = 15.29,

Average Rate = 17.95 Mbps


Figure 1. User throughput CDF with reuse one and adaptive resource coordination for the case of 20% penetration.
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ReuseOne, Utility = 2.76,

Average Rate = 8.32 Mbps

 Two-Level Adaptive, Utility = 7.06,

Average Rate = 9.39 Mbps

Three-Level Adaptive, Utility = 9.18,

Average Rate = 11.15 Mbps
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ReuseOne, Utility = 2.12,

Average Rate = 6.73 Mbps

Adaptive, Utility = 5.42,

Average Rate = 7.54 Mbps


Figure 2.  User throughput CDFs for reuse one and adaptive resource coordination for the case of 50% (left) and 70% (right) penetration.
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