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1. Introduction

In [1], RAN2 requested information on several aspects of CS fallback delay from RAN4. The purpose of this contribution is to present analysis on the issues raised by RAN2 in order to help to formulate a response LS and discuss a way forward for the topic.
2. Outline of CSFB procedure

CS Fallback is a procedure in which UEs may be camped on E-UTRA cells in idle mode, but if the need for a CS connection arises, UEs may be moved to another RAT supporting CS such as UTRA or GSM. As illustrated in figure 1, either PS handover to a UTRA or GSM cell may be used, or network assisted cell change (NACC) may be initiated to a GERAN target cell.
Figure 1 has been used previously in RAN2 to analyse the time taken for various components which may occur as part of the CS FB procedure. The part which RAN2 requires RAN4 to comment on is time phase T2, where inter RAT measurements are performed during measurement gaps. 
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Figure 1: CS Fallback procedure
However it is important to note that time phase T2 is only one aspect of the overall CS fallback procedure and therefore it only makes sense to consider optimisations of T2 if the duration of this phase is a significant part of the overall procedure. To give an indication, table 1 summarises the values for T1, T3, T4 and T5 which were assumed in the analysis of [4]. 
	
	UTRA PS HO
	GERAN NACC

	T1
	145ms
	145ms

	T3
	150ms
	20ms

	T4
	190ms
	90ms

	T5
	1600ms
	4000ms

	TOTAL (excluding T2)
	2085ms
	4255ms


Table 1: Summary of assumed time taken for other CSFB procedures in [4]
3. Discussion of actions


Analysis
The purpose of RAN4 cell identification minimum performance requirements is to give confidence that in general scenarios, all compliant UEs should meet a certain minimum level of performance which is necessary for good and stable performance of the radio network as a system. As such, it can be seen that RAN4 specifications have been developed to represent the likely worst-case cell or BSIC identification times for a minimum UE implementation in challenging radio conditions.

In considering the impact to user experience, it would appear beneficial to consider not just the worst case figure which has been taken from current RAN4 specifications, but also the likely typical performance which can be expected.
To illustrate this aspect, simulations of initial BSIC identification were performed with typical RAN4 assumptions that have been used in the past to derive the requirement. In these simulations, a 40ms gap pattern was used, and it was assumed that every 2nd gap is used for BSIC identification purposes (other gaps are needed for RSSI or perhaps verification of already known GSM cells). We simulated both the time taken until the first match between BSIC timing and measurement gap timing for all possible different timing offsets between the E-UTRA and the GSM cell, and also according to RAN4 assumptions that 2 attempts may be needed to decode the BSIC successfully.
Considering that the RAN4 requirement for this case is 2160ms (based on the worst case time to get two BSIC matches), it can be seen that in many cases the first BSIC match is achieved much faster than the specification requirement. For example, in 80% of cases, the first BSIC match is achieved within approximately 600ms. Considering that 36.133 states that “The UE shall be able to perform BSIC verification at levels down to the reference sensitivity level or reference interference levels as specified in [9].”, it seems relatively likely that in less demanding conditions, the BSIC of a GSM target will be successfully decoded on the first attempt, and according to 36.133, the UE is then allowed to consider the BSIC verified as 36.133 indicates that “The BSIC of a GSM cell is considered to be “verified” if the UE has decoded the SCH of the BCCH carrier and identified the BSIC at least one time (initial BSIC identification).”
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Figure 2: Results for BSIC identification, assuming that centre of BSIC needs to be within 2350us of the centre of the gap for a successful match

It is also important to realise that these results are rather sensitive to the simulation assumptions which have previously been used in RAN4, and different kinds of optimisation eg to the sharing of gaps between initial BSIC search, BSIC verification and RSSI measurement could be made in UE implementations. Also, the simulation did not consider the possible need to initially decode the FCCH burst before decoding BSIC from the SCH, and there are other aspects which may depend on the exact UE implementation chosen.
Similarly, the time taken for UTRA cell identification is highly dependent on radio conditions and aspects of UE implementation. The UE implementation aspect was already exploited in release 6 by RAN4 to define improved minimum UTRA cell identification requirements for the inter-frequency case. Subsequently, the improved UTRA interfrequency requirements were also used as the basis for E-UTRA to UTRA inter RAT requirements. In release 6, a CR [2] was agreed as part of TEI6 in RAN4#34, improving Tbasic_identify_FDD,inter from 800ms to 300ms. This was based on different assumptions about the UE implementation, and in particular the kinds of operations which could be performed in parallel, compared with what had been initially assumed in release 99. However, the requirements remained specified for equally demanding SCH_Ec/Io and CPICH_Ec/Io side conditions as proposed in release 99, and as noted on the cover page of the CR they remained general requirements applicable for all “reasonable” propagation conditions. So the TEI6 based requirement for UTRA interfrequency cell identification is still defining the reasonable “worst case” performance that can be expected, rather than typical user experience. It is well known that the actual cell search performance will depend on many factors such as SCH_Ec/Io and CPICH_Ec/Io, propagation channel and path drift between measurement gaps. Therefore a typical cell search performance could be significantly faster than the minimum requirement. 
This is illustrated in figure 3, which shows laboratory measurements of the probability of success of a single attempt at cell search for different Ec/Io and propagation conditions. The measurements were performed on a certified UE complaint to RAN4 core specifications. For the fading results, a flat fading channel was used. A compressed mode gap pattern length of 14 slots was used, which means that the results should not be directly used for considering E-UTRA 6ms measurement gaps, but they are intended to illustrate that if Ec/Io is increased by a few dB, the probability of success of a single detection attempt will become reasonably large. In turn this means that the cell is rather likely to be detected quickly. Eg assuming a probability of detection of each single attempt of 50% and independent attempts, the probability that the cell will be detected after 4 attempts is approximately 94%.
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Figure 3: Laboratory measurements of UTRA cell search performance 

One important issue which should be clarified in any response LS which RAN4 may decide to send to RAN2 is that both the contributions [3] and [4] provided by RAN2 contain an incorrect assumption that RAN4 cell identification time and measurement period are additive in the total delay requirement. As has previously been discussed and is stated in 36.133, cell identification of a UTRA cell includes the necessary time to perform the measurement with the specified measurement period “The event triggered measurement reporting delay, measured without L3 filtering shall be less than Tidentify, UTRA_FDD defined in Section 8.1.2.4.1.1.1 When L3 filtering is used an additional delay can be expected.”. Similarly in the GSM case, since only certain gaps are used for BSIC identification, it can be assumed that the UE is able to filter RSSI samples in parallel to the identification process.

Proposal for action 1: RAN4 specifies worst case rather than typical performance of a UE and that RRM requirements are targeted to ensuring the robust behaviour of the system in many different conditions. Considering the perceived user experience, it may be more helpful to consider and analyse typical cell identification times which are likely to be significantly better than the worst case. It should also be indicated that cell identification requirements and measurement period are not additive as RAN2 has assumed until now in their analysis.

Analysis
Regardless of the length of measurement gap available, it is necessary to filter measurement samples to ensure good and stable performance of the network, ie there should be a good level of confidence that CS fallback is performed to the best UTRA or GSM cell available. Since both UTRA and GSM measurements are specified to have a 480ms measurement period (independent of measurement gap period or density) this sets a lower limit on how quickly inter RAT cells may be reported while still achieving an accurate result which is relatively robust to short term channel variation. 
As previously noted, GSM RSSI may be sampled and filtered in parallel to initial BSIC identification and considering the results in figure 1, in good conditions in approximately 60-70% of cases, the BSIC will already be identified in less than the 480ms measurement period, even using the existing 40ms gap sequence, and 90% of cases identified and reported in approximately 600ms. Thus the benefit of using a 100% measurement gap sequence in these cases could be estimated at less than 120ms reduction in CSFB delay. In practice due to other implementation aspects such as FCCH burst decoding this estimate might be somewhat optimistic but still a more realistic estimate covering most cases would be 800-900ms to decode the BSIC, meaning that the potential reduction in CSFB delay is estimated in the range of 320-420ms. This should be considered within the context of the other time phases which are needed as part of the procedure which are outside RAN4 scope (as discussed briefly in section 2)
Similarly, it is our view that for UTRAN CSFB targets in sufficiently good propagation conditions and SNR, the target cell may be identified in around 50ms of accumulated gap time, corresponding to 400ms of real time with a 40ms gap periodicity and 6ms gaps. In the E-UTRA to UTRA CSFB case, UTRA CPICH measurements cannot start to be filtered until the scrambling code of the target CPICH has been detected internally by the UE, however we consider that 880ms overall identification may be achievable when performing CSFB in areas of good UTRA coverage. Thus the benefit of using a 100% measurement gap sequence in these cases could be estimated at 400ms reduction in CSFB delay. As with the GERAN case, this should be seen within the context of the other phases which form the overall CSFB procedure.
As already noted by RAN2 in the incoming LS, there may be negative implications of very long gaps (eg loss of timing advance). Additionally the network needs to be aware that the UE will use long gaps so that it does not schedule the UE or consider radio link failure has occurred on the uplink. Long gaps will delay the detection of radio link problems in the critical call setup phase, since the network does not know whether the E-UTRA connection has failed (in which case it could release the E-UTRA resources and try paging the UE again), or whether to wait on the UE to complete its measurement procedures. In [4], it is stated that “100% measurement gaps” are used which we assume to mean that no connection is maintained to the E-UTRA cell until the measurement is complete (or presumably some timeout on the NW occurs). Considering that this is a completely new measurement regime it seems rather too risky to be considered, especially as a possible release 9 enhancement which would have implications for RAN2 and RAN4 specifications and ASN.1 signalling.
Proposal for action 2: In many cases, the benefit of denser gap patterns (including 100% gap patterns) is somewhat limited due to the need for stable measurements evaluated over a standardised measurement period. In good target conditions, for GSM it appears that around 320ms benefit could be obtained in overall CSFB delay, and for UTRAN the benefit may be around 400ms. Considering that cell identification (including measurement) is only one component of the CSFB procedure (as discussed in section 2), these benefits do not appear to justify risks of late inclusion of a new measurement gap pattern to release 9, especially if it requires procedural changes to the existing measurement gap concept, such as gaps of arbitrary duration. While denser compressed mode gaps could undoubtedly improve the possible UE cell search performance in more marginal coverage, it should be considered what proportion of CSFB call setups would actually benefit significantly from such a feature before concluding that it would be necessary. The complexity of specifying and implementing changes in this area should also be considered relative to the benefits.

Our understanding of 3GPP specifications is that they do not forbid implementations which use information which has been acquired before the transition from idle to connected mode. Nevertheless, it would appear difficult to mandate the UE to use such information as we believe it will very often not be available.
The mechanism for reselection to UTRA and GSM cells from E-UTRA is based on absolute priorities. The only RATs which the UE would currently be required to search for when in good E-UTRA coverage (ie RSRP > Snonintrasearch) are higher priority RATs, and this search is only required infrequently (eg at most once per minute depending on the configuration of the neighbour list). If such a higher priority UTRA or GSM cell had existed and had been capable of providing acceptable service then it seems likely that the UE would already have reselected to it in idle mode, and therefore CSFB from E-UTRA to a higher priority RAT would not be probable.

Therefore it seems that the much more relevant scenario is that the operator has configured UTRA or GSM as lower priority than E-UTRA, and is trying to keep the UE camped on E-UTRA unless CSFB procedures are to be performed or the UE moves out of E-UTRA coverage. In this case, the UE is not required to make measurements of the lower priority RATs when measurement rules are satisfied. Hence it is rather likely that no information will be available when entering connected mode. Since battery life is also an extremely important part of user experience, we would not consider that it makes sense to measure lower priority RATs all the time in idle mode. 
It is also important to note that aspects such as measurement period and accuracy are not directly specified in idle mode, as the intention of RAN4 was to leave as much implementation freedom as possible (so as not to limit opportunities for idle mode power savings) while ensuring the correct reselection behaviour. One driver for this has been that idle measurement results are never intended to be reported to the network.. Since any measurement history is likely based on samples measured at a multiple of the idle DRX cycle rate (in UTRA and GSM case, the idle  Tmeasure is of the order of 5-7 seconds) it seems that the UE would anyway need to be allowed at least a 480ms measurement period in order to collect samples using the connected mode scheme. This is necessary to guarantee consistent and stable measurements, which are similar and comparable in their filtering to other connected mode measurements.

Proposal for action 3: There seem to be significant difficulties in standardising an approach based on reuse of idle measurement results in connected state, although our view is that UE should also not be forbidden from making use of this information. Due to the need for idle power savings, the cases in which such information can be assumed to be available appear to be limited.

Analysis

As well as ensuring the stable and reliable performance of E-UTRA, UTRA and GSM as an overall system, we believe that some part of RAN4 RRM requirements should ensure a good user experience. Good examples of other requirements which RAN4 has developed in this area are blind handover interruption requirements, which ensure acceptable interruption in service when blind handover is performed. In the past, when RAN4 has discussed performance requirements for the Tsearch component of E-UTRA blind handover, it has been discussed that such requirements can be developed in less challenging radio conditions. For example, a proposal was seen in a CR in RAN4#51bis [5] where it was proposed to specify “If the signal quality of the unknown target cell is sufficient for successful synchronisation with one attempt, then Tsearch = [100] ms”. Due to lack of meeting time, the corresponding CR in RAN4#52 was not presented or approved, but the overall approach of defining this important requirement in less stringent radio condition appeared to be reasonably acceptable in RAN4, based on the discussion in RAN4#51bis. A similar approach is already specified for blind handover within UTRA in 25.133, although the side conditions are not so explicitly stated.
For this CSFB case, we consider that it would be promising to investigate use a similar approach for the cell search aspect of UE measurement reporting. Hence additional requirements (and test cases) would be developed by RAN4 which were specifically targeted to ensuring the good and consistent user experience for CSFB in different UE implementations. One very significant benefit of this approach is that the additional work to be performed would be self-contained within RAN4, and would not impact to the release 9 ASN.1. As RAN4 is still working on exact details of certain release 8 requirements (eg the previously mentioned blind handover test case), and has only just started to consider release 9 RRM test cases, it would seem feasible from a timescale point of view to include the framework for a additional CSFB requirements to UTRA and GSM targets in the December 2009 version of 36.133 while some of the details may still be worked on for release 9 during the early part of 2010. Similarly, release 9 CSFB cell identification performance test cases for UTRA and GSM could be developed early in 2010. Exact values for cell identification and side conditions would clearly need significant further discussion in RAN4, but our expectation is that the requirement should ultimately verify that the UE can make CSFB measurement reports in something like 600ms-900ms based on using the existing 40ms measurement gap period. As discussed, the 480ms measurement period which is needed to ensure consistent “average” measurement results are reported in a fading radio environment limits enhancement far beyond this range, even if we consider 100% measurement gap density.
Proposal for action 4: We would see the development of additional CSFB specific requirements and testing as an important and useful addition to TS36.133 in release 9, and agree this as a good way forward to ensure a good user and operator experience with the CSFB feature.
4. Conclusions

This contribution presents analysis relating to the actions requested by RAN2:
Action 1: RAN4 specifies worst case rather than typical performance of a UE and that RRM requirements are targeted to ensuring the robust behaviour of the system in many different conditions. Considering the perceived user experience, it may be more helpful to consider and analyse typical cell identification times which are likely to be significantly better than the worst case. .It should also be indicated that cell identification requirements and measurement period are not additive as RAN2 has assumed until now in their analysis.

Action 2: In many cases, the benefit of denser gap patterns (including 100% gap patterns) is somewhat limited due to the need for stable measurements evaluated over a standardised measurement period. In good target conditions, for GSM it appears that around 120ms benefit could be obtained in overall CSFB delay, and for UTRAN the benefit may be around 400ms. Considering that cell identification (including measurement) is only one component of the CSFB procedure (as discussed in section 2), these benefits do not appear to justify risks of late inclusion of a new measurement gap pattern to release 9, especially if it requires procedural changes to the existing measurement gap concept, such as gaps of arbitrary duration. While denser compressed mode gaps could undoubtedly improve the possible UE cell search performance in more marginal coverage, it should be considered what proportion of CSFB call setups would actually benefit significantly from such a feature before concluding that it would be necessary. The complexity of specifying and implementing changes in this area should also be considered relative to the benefits.

Action 3: There seem to be significant difficulties in standardising an approach based on reuse of idle measurement results in connected state, although our view is that UE should also not be forbidden from making use of this information. Due to the need for idle power savings, the cases in which such information can be assumed to be available appear to be limited.

Action 4: We would see the development of additional CSFB specific requirements and testing as an important and useful addition to TS36.133 in release 9, and agree this as a good way forward to ensure a good user and operator experience with the CSFB feature.

We welcome further feedback and discussion on the way forward.
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There was also discussion in RAN2 whether all UEs would have similar performance for CSFB in typical radio conditions, given that RAN4 specifies minimum performance requirements for cell identification that are generally applicable in all radio conditions. Thus RAN2 would like to request RAN4 the following action:





Action 4: Regarding cell identification and measurement performance for the procedure discussed above, RAN2 would like RAN4 to analyse the need for any additional requirements to ensure more consistent UE performance of the CSFB feature under typical radio conditions.





Additionally in R2-094284 it was proposed that UE could reuse information from the measurements it has performed in IDLE mode when entering in connected mode. 





Action 3: RAN2 would like to request RAN4 to evaluate the feasibility of improvements to UTRA and GERAN cell identification and measurement times if the UE reuses information from measurements performed in IDLE mode when entering connected mode. 





RAN4 requirement: 2160ms





In R2-094284 it was proposed to speed up these procedures by allocating the UE a long measurement gap instead of short intermittent measurement gaps. In order to evaluate the potential benefit to the overall CS call setup time, RAN2 would like RAN4 to evaluate the cell identification and measurement times that might be achievable with this kind of gap. In addition, RAN2 identified that such an approach may cause additional RACH activity as during the long gap (over 500ms) the UE may lose timing advance. 





Action 2: RAN2 would like to request RAN4 to evaluate the UTRA and GERAN cell identification and measurements times that might be achievable with a single long measurement gaps. RAN2 would also like to request feedback on any other radio performance related aspects identified by RAN4 with this kind of solution.





Action 1: RAN WG2 would like to request RAN WG4 to evaluate whether the given estimates for the UTRA and GERAN cell identification and measurements times for release 8 are realistic in different radio conditions. 
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