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1. Introduction

In RAN4 meeting #42 contributions discussing the issues related to the MBSFN performance requirements were presented [1,2,3,4]. One of topics discussed in RAN4#42 and also in RAN#35 was the channel model to be used in MBSFN performance validation. The purpose of demodulation performance requirements is to verify acceptable UE performance so that system performance can be ensured. Therefore some consideration should be given when selecting the propagation models for the requirements, to ensure that they verify the relevant aspects of UE performance. Additionally some consideration should be given for the feasibility of the testing, i.e. the propagation profile should not be more complex than required.  In this contribution we present some considerations for the appropriate channel model to be used in demodulation performance verification of MBSFN.
2. Propagation profiles for MBSFN
In this section we discuss different options and approaches to determine the propagation profile to be used in defining performance requirements for MBSFN operation. 
2.1 SFN channel models for E-MBMS
Under the scope of LTE MBMS, propagation profiles have been considered for evaluation purposes. In the methodology presented in [5] profiles for the coverage limiting users where gathered. In Figure 1 below example of the collected power delay profiles is given. The users were randomly selected from the group of coverage limiting users. These were generated assuming 1732 meter inter site distance. These profiles are for evaluation so are not directly applicable for performance verification, but provide some background information on the general complexity of the situation. However, we note that it would seem important that the performance requirements defined for MBSFN are targeted towards the conditions experience by coverage limiting users, as they are by definition the users who determine the needed SCCPCH Ec/Ior and hence their receiver performance can have a major impact to MBSFN system capacity.
[image: image1.emf]
Figure 1. Power Delay Profile – User Indices = 1-5 [5]
2.2 Samples of observed SFN delay profiles

In this section we present analysis results using a bit similar methodology as in [5], where only sample of possible delay profile realizations based on the UE locations are evaluated.
The cell layout which was evaluated is shown in Figure 2 where 37 base stations are included.  The base stations are assumed to have one omni cell each (with isotropic antenna). Location of the UE and ISD were used as additional parameters. To each evaluated UE location, the received power of each NodeB was calculated excluding shadowing e.g. based only to distance dependent pathloss according to equation
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where R is distance in kilometers. Additionally the relative propagation delay of different NodeB’s was evaluated and quantized to chip raster. Based on these pathloss and delay assumptions, two kind of visualizations were produced. The first indicates only the visible NodeB’s, and in the second visualisation each NodeB was overlaid with modified Vehicular A profile (Annex A). 
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Figure 2. Macro cell layout 37 BSs with ISD 2000m.

 Results obtained are presented in figures below. The UE was situated at different distances from the centre NodeB, highlighted with lime in Figure 2. Figures 3 to 10 show results for ISD 2.8km and Figures 11 to 20 for ISD of 5km. When observing the results for different UE locations, it can be seen that a larger number of multipath taps can be considered to be relevant, the more closer the UE is situated to cell edge. Increasing the inter site distance has the expected result of increasing the excess delay.
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Figure 3. Pure path loss, ISD 2.8 km, UE 100m from center BS.
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Figure 4. Combined Vehicular A channel profile, ISD 2.8 km, UE 100m from center BS.
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Figure 5. Pure path loss, ISD 2.8 km, UE 500m from centre BS.
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Figure 6. Combined Vehicular A channel profile, ISD 2.8 km, UE 500m from centre BS.
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Figure 7. Pure path loss, ISD 2.8 km, UE 1000m from centre BS.
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Figure 8. Combined Vehicular A channel profile, ISD 2.8 km, UE 1000m from centre BS.
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Figure 9. Pure path loss, ISD 2.8 km, UE 1400m from centre BS.
	[image: image11.png]Norm. attenuation [dB]

3 tiers, 37 BSs, 111 sectors, ISD 2.8 km, UE 1400m from center BS

20

40

60 80
Norm. delay [chips]

100

120





Figure 10. Combined Vehicular A channel profile, ISD 2.8 km, UE 1400m from centre BS.
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Figure 11. Pure path loss, ISD 5.0 km, UE 100m from centre BS.
	[image: image13.png]Norm. attenuation [dB]

3 tiers, 37 BSs, 111 sectors, ISD 5 km, UE 100m from center BS

20

40

60

80 100 120 140
Norm. delay [chips]

160

180

200

220




Figure 12. Combined Vehicular A channel profile, ISD 5.0 km, UE 100m from centre BS.
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Figure 13. Pure path loss, ISD 5.0 km, UE 500m from centre BS.
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Figure 14. Combined Vehicular A channel profile, ISD 5.0 km, UE 500m from centre BS.
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Figure 15. Pure path loss, ISD 5.0 km, UE 1000m from centre BS.
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Figure 16. Combined Vehicular A channel profile, ISD 5.0 km, UE 1000m from centre BS.
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Figure 17. Pure path loss, ISD 5.0 km, UE 1500m from centre BS.
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Figure 18. Combined Vehicular A channel profile, ISD 5.0 km, UE 1500m from centre BS.
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Figure 19. Pure path loss, ISD 5.0 km, UE 2500m from centre BS.
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Figure 20. Combined Vehicular A channel profile, ISD 5.0 km, UE 2500m from centre BS.


2.3 DVB-H measurements and channel modelling

Since SFN transmission is also used for DVB-H, it would seem reasonable that a similar approach to channel modelling can be used in both MBSFN and DVB-H systems. In the available literature on DVB-H modelling [6], the results of a comprehensive measurement campaign made in Finland on DVB-H signals are presented, and channel models based on the measured data are proposed. The paper presents statistics on RMS delay spread and excess delay, as well as the number of channel taps required to represent the channel for different scenarios:

	Scenario
	Excess delay [us]
	RMS delay [us]
	Number of taps

	Oulu Highway
	2.21
	0.25
	20

	Turku Highway
	5.77
	0.57
	32

	Oulu suburban
	3.94
	0.36
	24

	Turku urban
	11.34
	1.07
	41

	Helsinki urban
	27.2
	4.94
	48


In these measurement results, the total excess delay was calculated by finding the delay value of the first local maximum above -20dB threshold and the last delay value, which exceeded the -30dB threshold. The number of channel taps was determined by counting the number of delay bins in which the power level exceeded the -30dB threshold.
These results show a similar trend to the delay profile samples derived in section 2.2 by simulation, and indicate that especially for urban environments, a large number of channel taps spaced over a considerable delay spread may be needed to model a realistic SFN channel. 

Example power profiles from the measurement campaign are also presented in reference [6]. In these profiles, the groups of taps due to the propagation from different SFN sites are clearly visible and in general terms the example profiles from the field measurements appear very similar to the simulated profiles in section 2.2, especially for the urban scenarios where a larger number of SFN transmitters are used.
In the conclusions of [6], tapped delay line models for DVB-H channels are proposed, which consist of 24 taps with specified delay and power. Unfortunately the study in [6] does not conclude on Doppler characteristics of the individual taps.
3. Channel modelling proposal
 The SFN channel modelling for E-UTRA in section 2.1, simulation results in section 2.2 and the measurement data from DBV-H in [6] both suggest that a large number of taps is required to adequately represent a typical SFN propagation channel. However, we believe that some compromises and tradeoffs need to be made, because having a very large number of channel taps will increase the simulation time needed to derive link level performance requirements for MBSFN, and will also lead to a very high cost for any MBSFN test equipment which may be developed.

A starting point to reduce the number of coefficients needed to model the MBSFN channel would be to define a threshold below which taps are not considered to be significant. The value for this threshold would need further discussion in RAN working groups, but our thinking is that somewhere of the order of -30dB may be appropriate, considering that shadowing and fading effects mean that channel taps at this level may still be sometimes be able to contribute a useful signal to the UE demodulation. A threshold of -30dB was also used in the proposal for the DVB-H channel modelling in [6].  However, it is worth noting that the choice of any arbitrary threshold does potentially create some performance limitation, since there is always the possibility that a more advanced UE receiver could make use of weaker taps than the chosen threshold, and gain additional performance in this way.
The exact scenario or scenarios to be used needs further discussion, but in principle it could be derived, for example, from one of the profiles in section 2.2.  We would assume that the most demanding scenarios from a UE receiver perspective are those when the UE is not close to the centre cell, since these are the scenarios where there is a potential for SFN gain. We would also see as important that since the MBSFN work item description sheets stated that the one of the objectives of the work item was for the MBSFN terminal to support a delay spread of 33us, that performance scenarios are developed which are based on a similar delay spread. Taking both of these factors into account, the “Combined Vehicular A channel profile, ISD 2.8 km, UE 1400m from centre BS” shown in figure 10, with a threshold of -30dB could be a demanding but realistic scenario on which to base MBSFN performance requirements. We acknowledge, however, that this still results in channel model with approximately 40 fading taps, and it should be discussed whether this level of complexity in channel modelling is really feasible or essential for deriving MBSFN performance requirements, or whether something simpler should be used, especially if receiver diversity based requirements are to be derived.
One alternative option would be to limit the number of observable taps in terms their relation to thermal noise floor. In the Figure 21 resulting profile is shown for the above referred case when taps which are below -107dBm are excluded. We have shown Figure 21 for example purposes, however, the choice of the threshold for limiting the taps in the channel model would require further discussion on what UE receiver noise figure should be assumed for this purpose, the processing gain available in the requirements scenario(s) and the signal levels in the requirement scenario(s). 
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Figure 21. Combined Vehicular A channel profile, noise floor -107 dBm, tx power 43 dBm, ISD 2.8 km, UE 1400m from center BS.


 Nevertheless, based on the results in section 2, and the DVB-H measurement campaign in [6] we do consider MBSFN channels may often be characterised by a large number of channel taps covering a wide delay spread,  and that it would be important to ensure that the UE receiver performs well in such circumstances. Therefore care should be taken when simplifying the channel profile so that the performance benefits could be obtained. The acceptable threshold, and the channel simplifications that can be made should become clearer once other aspects of the requirements scenario are decided.
4. Geometry factor for MBSFN

In existing WCDMA performance requirements, the interference from other cells is represented by Ioc which is modelled as additive white Gaussian noise, and the geometry factor Îor/Ioc is an important aspect of the requirements scenario. In the MBSFN case, for a user who is not located near to the cluster edge, we believe that almost all of the unwanted power prior to demodulation will result from

· The sum of power from weak paths in the MBSFN propagation channel, which are not significant enough to contribute usefully to the demodulation process.
· Possible adjacent channel leakage from other MBSFN clusters being operated on the same band, on different carrier frequencies

· Thermal noise

Due to the first two of these degradations, we think that it may be appropriate to make use of AWGN as has been used in other performance requirements scenarios. One basis to calculate an appropriate geometry factor Îor/Ioc if a suitable channel tap threshold can be found is to sum the power of all the taps which fall below the chosen threshold (eg below -30dB normalised power). This may well result in a rather high geometry factor, and is considered to be a realistic operating point for many MBSFN users.

For a user who is close to the cluster edge, and assuming that there is an adjacent MBSFN cluster operating on the same carrier frequency, there might be also be a  significant amount of adjacent cluster interference. Therefore there may also be some value in developing requirements scenarios at lower geometry factors to ensure that the cluster edge users also achieve acceptable performance. The value of Îor/Ioc for this scenario could be considered further once initial link level simulation results are available.
5. Conclusions

In this contribution, some aspects of channel modelling for MBSFN have been presented. Since the ability to deal with a large number of multipaths over a wide delay spread is an important requirement for an MBSFN receiver, we believe that this should be reflected in the channel modelling for MBSFN. Nevertheless, we also acknowledge that the simulation time and test system complexity may become an issue for channels which are very rich in multipaths, and we would welcome any suggestions for simplification which would still represent a demanding scenario for the MBSFN receiver, but may be simpler to simulate and/or emulate.
In this contribution no consideration was given for the velocities which should be considered. This is highly dependent on the assumed use cases and scenarios, therefore operator feedback would be useful to ensure proper requirement regime.
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Annex A
Modified Vehicular A channel profile

	Delay [chip]
	Power [dB]

	0
	-3.1

	1
	-5.0

	3
	-10.4

	4
	-13.4

	7
	-13.9

	10
	-20.4
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