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1. Introduction 

At RAN4 #41, contribution [1] was submitted, which discussed a new approach to evaluating EVM for E-UTRA base stations.  The main difference between the old [2] and new EVM calculation method is the result of using a new reference point for the signal extraction.  In the existing EVM evaluation, the error vector is determined before dispreading the received signal.  According to the new method, the EVM would be determined after the receiver FFT operation.  While we agree with the concept in general, we believe that after these changes, special consideration should be given to the nature of the analyzed signal when determining the best timing hypotheses.  We discuss these in detail in this contribution.    
2. Discussion 

In [1], the EVM calculation uses the equation below (copied from [1]) to pre-process the received signal. This is to remove amplitude, timing, frequency, etc. mismatch between the transmitter and the EVM analyzer.  
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 represent degrees of freedom over which the minimum distance search is carried out.  
It is not clear why the 
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 factor is needed in the enumerator of Eq (1), since this correction would already be part of the 
[image: image8.wmf])

,

(

~

f

t

j

e

j

-

 factor in the denominator. However, this is not subject to this contribution, so we’ll assume Eq (1) is used in the form quoted above. 

The EVM analyzer would search for the best combination of 
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 to find the best signal correlation.  
Some elements of the above method may require clarification and/or possible modification.  We list these in the following subsections. 

2.1. Scope of the parameter match

It is assumed that the error vector would be averaged across a defined 
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 pattern.  Since the EVM requirement might be different for different modulation formats (e.g. 16QAM, 64QAM, etc.), this definition allows for BS flexibility to allocate ‘worse’ RBs to lower modulation order transmissions. (RBs close to the system BW edge would often be designated as worse RBs, for example.) We see this is a very useful flexibility. 
It should be clarified whether the 
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 optimization search is based on minimizing the error vector across all frequencies within the operating BW or just those included in the evaluated 
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 set.  When the use of a modulation format is restricted to a subset of the frequencies then these two definitions are not equivalent.  

The formulation of the definitions in [1] is not entirely clear in this respect but it seems to imply that only the frequencies in 
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 are included.  This; however, doesn’t match well practical UE receiver implementations. The UE has no knowledge of what RBs will be allocated to it in the future. The UE would use long term filtering to determine its own estimates for
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, which prevents any short term adjustment for the upcoming latest RB allocation.  Therefore, it would be more realistic to perform the parameter match for the whole system BW.  If the assumptions used here are agreeable then we’d recommend making this change.  Even if this change is not acceptable, at least the scope of the parameter optimization should be clarified.  

2.2.  Time offset parameter 
We have a special concern regarding the definition of parameter 
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.  The definition in [1] and in Eq (1) above seems to be the derivative of the WCDMA definition.  In the case of WCDMA, the signal correlation quickly deteriorates as 
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is changed from its optimum setting. Therefore, there is a fairly clear error minimum associated with 
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The same argument does not hold for an OFDM signal. As a result of using a cyclic prefix, there is a range of
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, which, at least in the case of perfect Tx signal quality should give close to minimum error vector magnitude. As a matter of fact, as a first order approximation, that range should be equal to the length of the cyclic prefix.  Any time domain windowing or FIR pulseshaping applied on the transmitter side would reduce the 
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 range within which the error vector is close to minimum. 

Having non-unique 
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 values in itself wouldn’t seem to be a big problem. The determined EVM would be the same for any of those 
[image: image21.wmf]t

~

D

 anyway.  However, we’d like to point out that while the EVM test is run in a single path (cabled) environment, the practical UE operating scenarios will include the strong possibility of multipath. This results in a situation where multiple effective time offset values are simultaneously observed. In this case the receiver time tracking will not be able to realize the single 
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 offset assumed in the EVM calculation.  As long as the range of 
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 over which the error vector is close to its minimum is wide enough to cover all significant multipath components, the resulting receiver SNR should still be closely related to the EVM. However, the current definition of EVM doesn’t allow ascertaining how wide that operating 
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 range rally is.  Two BS implementation with different time windowing functions could have very different effective useful cyclic prefix lengths, while still having the same EVM according to the current definition of Eq (1).  We propose addressing this with the following modification:
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(2)
where 
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 means finding parameter 
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 that minimizes 
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The essence of the proposal is that instead of searching for the best time offset parameter 
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, we search for the best window centre offset parameter 
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, for which any timing offset within the window has to satisfy the EVM criteria.  The window length parameter 
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 can be determined as part of the requirement definition. For example, 
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 could be expressed as a certain percentile of the configured cyclic prefix length.  When the cyclic prefix length is varies from symbol to symbol (e.g. TDM’d MBMS and unicast) then  
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 should be restricted to a subset with identical cyclic prefix length.  

In order to reduce the EVM determination complexity, the following alternative definition might be acceptable: 
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(3)
Note that Eq. (3) requires the calculation of only two error vectors for each timing hypothesis. This may have to be extended though to cover a small range around the interval end points with subchip sample time offset resolution.  The reason for this is to enable measuring any EVM degradation due to FIR truncation in the transmitter. 
3. Results
3.1. Simulation Setup

The evaluation is performed using the following numerology.
	Bandwidth
	5 MHz

	FFT size
	512

	Useful tones
	300

	Tone spacing
	15 KHz

	Cyclic prefix
(Number of symbols)
	36

	Window length 

(Number of samples)
	8

	Guard tones per symbol
	212

	Number of data tones used
	{12, 300}


Table 1

Evaluation Numerology

3.2. EVM Results
Figures 1 & 2 show the simulation results of the EVM in time domain as a function of the initial timing index (time offsets), for 12 and 300 data tones, respectively.
As seen from the figures, there is a negligible difference for 12 data tones vs. 300 data tones. 

The figures also show the effect of the timing offsets – which is clearly worse in the beginning and ending of the symbol. This is caused by the interference from the neighboring symbols, which is the artifact of the upsampling interpolation as well as the time domain windowing.
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Figure 1:  EVM as a function of initial timing index; Number of data tones = 12
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Figure 2:  EVM as a function of initial timing index; Number of data tones = 300

4. Conclusion

We propose the following changes regarding the E-UTRA base station EVM definition

1. Clarify the scope of the synchronization parameter optimization
2. Define the requirement so that the EVM must be met over a certain range of time offsets not just in a single point
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