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1. Introduction

This contribution continues the discussion in [1,2] regarding the definition of E-UTRA EVM for the BS. Proposals for the actual requirement are provided in [3].
The main open issues in [2] are related to the computation of the channel taps used in the equaliser and the 2D-averaging scheme of the EVM to reduce sample variance. Further proposals for the way forward on these issues are provided in this contribution.
2. Proposed Definition of E-UTRA EVM
--- Text proposal for TS36.104
---
The Error Vector Magnitude is a measure of the difference between the reference symbols and the measured symbols in the OFDM constellation domain. This difference is called the error vector. Both waveforms are then further modified by selecting the frequency, FFT sample clock timing and absolute phase, absolute amplitude so as to minimise the error vector. The minimisation of the absolute phase and absolute amplitude synchronisation parameters is carried out in form of a frequency domain ZF-equaliser with 2D-linear interpolation.
For PDSCH the measurement interval is one subframe (1 ms). The EVM shall be computed for each modulation scheme supported on PDSCH separately. For each modulation scheme, the EVM shall be calculated over all allocated resource elements within one subframe. The EVM result is defined as the square root of the ratio of the mean error vector power to the mean reference symbol power expressed as a %. The EVM requirement is defined for the mean (expected or long-term average) value of these EVM measurements.
The mean value of the EVM for the different modulation schemes on PDSCH shall be lower than specified in Table xxx:

	 Modulation scheme for PDSCH
	Required mean value of EVM [%]

	QPSK
	x

	16QAM
	y

	64QAM
	z


Table xxx: EVM requirement for PDSCH
The requirement is valid over the total power dynamic range as specified in subclause x.x.x.
--- Text proposal for TS36.141 ---
The Error Vector Magnitude is a measure of the difference between the reference symbols and the measured symbols in the OFDM constellation domain. This difference is called the error vector. Both waveforms are then further modified by selecting the frequency, FFT sample clock timing and absolute phase, absolute amplitude so as to minimise the error vector. The minimisation of the absolute phase and absolute amplitude synchronisation parameters is carried out in form of a frequency domain ZF-equaliser with 2D-linear interpolation.

For PDSCH the measurement interval is one subframe (1 ms). The EVM shall be computed for each modulation scheme supported on PDSCH separately. For each modulation scheme, the EVM shall be calculated over all allocated resource elements within one subframe. The EVM result is defined as the square root of the ratio of the mean error vector power to the mean reference symbol power expressed as a %. The EVM requirement is defined as arithmetic mean (average) value of these EVM measurements for a sample size of [10] measurements.
The arithmetic mean value of the EVM for the different modulation schemes on PDSCH shall be lower than specified in Table yyy:

	 Modulation scheme for PDSCH
	Required arithmetic mean  
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[%]

	QPSK
	x + (

	16QAM
	y + (

	64QAM
	z + (


Table yyy: EVM requirement for PDSCH

The requirement is valid over the total power dynamic range as specified in subclause x.x.x.

--- Text proposal for TS36.141, Annex ---
When performing EVM measurements the following shall be considered:

1. Reference signal: the reference OFDM constellation symbols shall be reconstructed by the measurement equipment in accordance with relevant TX models.

2. Zero-Forcing (ZF) equalizer shall be used in the measurement equipment for computation of equalizer weights from interpolated channel taps:
[image: image2.wmf])

,

(

~

f

t

a

, 
[image: image3.wmf])

,

(

~

f

t

j

. The equaliser taps shall be updated at the OFDM symbol rate.
3. The observation period for determining the pre-FFT synchronization parameters (
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: sample timing difference between the FFT processing window in relation to nominal timing of the reference signal) shall be minimized in the measurement instruments but is up to the discretion of the measurement equipment vendor.

4. The signal under test is modified with respect to achieve best fit. Best fit is achieved when the RMS difference value between the symbols under test and the corresponding reference signal (symbols) is an absolute minimum. The best-fit parameters include channel amplitudes 
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at the defined 2D-reference symbol locations t, f according to TS 36.211. 2D [linear] interpolation provides 
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 at each required Sub-Carrier (SC) and symbol location t, f as function of the
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 and are used as a basis for the ZF-equalisation weights.
The formula for best fit can be expressed as follows where minimization is performed over the set of best-fit parameters:

(1)   
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in which R is the reference signal (symbols) and Z´(t,f) is the modified signal (symbols) according to
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are obtained from 2D [linear] interpolation from the 
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 parameters in the best fit process).
The formula for RMS symbol EVM can be expressed as,
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with Z*(t,f) being the optimal Z´(t,f) that minimizes EVM.  
The 2D time-frequency averaging sets T and F(t) used in equations (1), (2), (3) are defined by the allocated resource elements within one subframe of the modulation scheme in question: T is the set of symbol instants with the considered modulation scheme being active within the subframe and F(t) is the set of corresponding subcarriers for each symbol instants t.
The arithmetic mean (average) value 
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 for a sample size of [10] EVM measurements 
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 according to equation (3) is defined as 
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and shall be used for testing the requirement specified in Table yyy.
3. Discussion

Complex channel estimation & channel tap interpolation method
We forsee 2 options:

a. Best fit of a reduced set of complex channel taps 
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 at 2D reference symbol locations, together with the use of 2D-interpolation 

b. measuring the complex channel taps directly from actual (noisy) reference symbols + smoothing + subsequent 2D-interpolation to get the 
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 at each required SC and symbol location

2D-interpolation weights over time/frequency domain need to be defined in both cases and we propose to use linear interpolation for simplicity. Interpolation from the 
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 shall be considered in order to show higher EVM in case of BS TX filters with very sharp phase transitions which could not be tracked by practical interpolating channel estimators within the UE.

We suggest option a.) with the agreed 2D reference signal locations in TS36.211 as best-fit parameters together with 2D-linear interpolation, as this seems to be more straightforward (“functional”) approach to specify. However, “edge effects” and other details of the interpolation are still FFS.
Choice of the time-frequency averaging sets T and F(t) used in equations (1), (2), (3):
Firstly, EVM requirements will be derived based on looking at system impacts for average EVM assumptions [3]. This means that fluctuations of the EVM over time and/or over frequency are not explicitly modelled in these studies. Hence, time-frequency averaging needs to be included as part of the EVM definition; otherwise the EVM will be specified unnecessarily tight.
Annex A provides simulations results for the CDF of the EVM measurement according to eqn (3) for different choices of the time-frequency averaging sets T and F(t). The following can be observed:
1. Fig A.1 shows that RMS averaging over only one RB and subframe as per above eqn (3) leads to unacceptable large difference of ~1.8 % between the mean and peak EVM.

2. Figs A.1 to A.3 show that increasing the # of RBs in the frequency domain from 1 to 6 and 25 RBs does not effectively reduce the EVM variance when measured within one subframe. There is no point in lower-bounding the # of RBs used in the EVM measurement; it won’t reduce the variance sufficiently.
3. On the other hand, increasing the sample size in time domain from e.g. 1 to 10 subframes does reduce the variance as shown by Figs A.4 and A.5. E.g. with 1 RB and 10 subframes (i.e. the set T in (3) contains 120 symbols) the difference between the mean and peak EVM is only 0.55 % (Fig. A.4).
4. Using the arithmetic mean (average) value 
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 according to eqn (4) for a sample size of 10 also reduces the EVM variance by approximately the same amount as the RMS average over 10 subframes per eqn (3), see Fig. A.6.
So, we could either opt for 
a. increasing the symbol set T  to be used in eqn (3) to e.g. 10 subframes or 
b. use the arithmetic mean 
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 with similar sample set size [10].
We think option b. is preferred because it allows formulating a general requirement for the EVM in TS36.104 for any resource allocation, also those with e.g. 1 RB and only one subframe duration and not 10. In the above TP, Table xxx, the requirement is defined for the mean EVM which is a well defined value for any resource allocation and does not penalise the BS PAPR in terms of the mean vs peak EVM measurement. The contact to testing is made with Table yyy by replacing the ensemble mean with arithmetic mean 
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and increasing the requirement z + (, the ( taking care of the residual variance in 
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. Looking at the example in Fig. A.6 we expect ( to be ~0.6 %; i.e. a 7 % mean EVM requirement TS36.104 should be tested in TS36.141 with the arithmetic mean 
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against a peak value of 7.6 %. This ensures that the mean EVM will be around 7 % for practical EVM distributions due to BB clipping as shown here.
If this approach is going to be adopted, then RAN4 would still need to check if the duration of one subframe (1 ms) is long enough to provide an accurate frequency error measurement, assuming it would be coupled again to the EVM measurement. The approach a). would provide here automatically longer observations periods.
4. Conclusions

This contribution provides a proposal for the definition E-UTRA EVM for the BS. A corresponding TP for the BS TR is also provided. It is proposed to adopt this TP as a baseline for further work.
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Annex A: Simulation Results

Simulation assumptions:
· 5 MHz LTE, 25 RB à 12 SCs
· 1 subframe = 12 symbols, 2D-reference symbol locations not modelled
· 2-stage clipper = on, but no other RF imperfections modelled

· EVM target round 7 .. 7.5 %, EVM due to clipping noise only
· ZF equalizer weights calculated from near ideal channel taps on a per subcarrier basis

· 20000 … 80000 OFDM symbols simulation time
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Fig A.1. 1 RB, 1 subframe (1ms), mean EVM 64QAM carriers = 7.177292 %
95-% - median = 0.8 %
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Fig A.2. 6 RB, 1 subframe (1ms), mean EVM 64QAM carriers = 7.511746 %
95-% - median = 0.8 %
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Fig A.3. 25 RB, 1 subframe (1ms), mean EVM 64QAM carriers = 6.946790 %
95-% - median = 0.7 %
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A.4. 1 RB, 10 subframes (10 ms), mean EVM 64QAM carriers = 7.129972 %
95-% - median = 0.29 %
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Fig A.5. 25 RB, 10 subframes (10 ms), mean EVM 64QAM carriers = 6.924550 %
95-% - median = 0.22 %
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Fig A.6. CDF of arithmetic mean (average) value 
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 according to eqn (4) for sample sizes 1 and 10 

1 RB, 1 subframe (1ms), mean EVM 64QAM carriers = 7.192437 %
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