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1. Introduction
E-UTRAN will bring several new elements into layer 1 terminal performance simulations, requirement setting and testing. Compared to  HSDPA/WCDMA then E-UTRA includes

1. Much higher bandwidth

2. ODFM receiver based on reception of multiple narrowband carriers each with long symbol time

Additionally a support for multiple antennas on the base station and/or the terminal should already be considered in relatively early phase of the requirement definition, at least to enable requirement setting and testing possibilities for the multiple antenna devices. 
Regarding item 1 up to 20 MHz bandwidth options are supported in E-UTRA, which can be directly linked to the required sampling resolution of any tapped delay line within the fast fading radio channel model. It is a simple matter to show that a FIR-filter based tapped delay line with a fixed sampling resolution also implies that the resulting spectrum will exhibit periodic behaviour. As a rule of thumb with a sampling time spacing of (( the spectrum of interest should lie below 1/(( in order to avoid predictable repetition in the spectral domain. 

SCM [7] has the limitation that the proposed profiles are too coarsely sampled to a 20 MHz bandwidth, and this was taken into account in the Winner project [8] which is targeting to support up to 100 MHz bandwidth systems.

We acknowledge that emulation of the signal propagation from the base station RF to the mobile RF circuit is a complex time-varying function of the antenna configurations, the antenna orientations, the human(mobile antenna coupling, and the scattering environment where all phase information in principle will be relevant. Due to the huge complexity it is impossible to cover all of these parameters in full detail but we will still need reasonable and simple ways to test terminals within E-UTRA.

Based on our initial analyses it would seem that for E-UTRA UE performance requirement testing a the SCM-framework (and Winner) is too complex. Thus, instead we here propose to adopt a simpler generalized tapped delay line model for setting the UE demodulation performance requirements in RAN4 in order facilitate smooth progress of conformation testing definition in RAN5. The model will support multiple antennas on base station and terminal and the sampling of the tapped delay line must be sufficiently updated due to 1. and 2. above but at the same time kept sufficiently low so that radio channel emulation still can be done with a reasonable investment.
2. From a SISO to a MIMO fast fading radio channel model

The basic model structure will still use the traditional tapped delay line Figure 1 where the 
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 signals are unit power fading signals. For classical references see [1], [2], [4], [4], and [5]
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Figure 1 FIR filter implementation where the values of (( are the paired differences between the values of(. The coefficients 
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 determine the power delay profile and the 
[image: image4.wmf]i

R

 signals implement the fading process, which have unit variance and are time-dependent according to the Doppler filter.

In a MIMO radio interface we have multiple antennas at both the transmitter and the receiver, and in general we will therefore have a time-varying impulse response for each TX-RX antenna pair in the system. This is illustrated by Figure 2. The major focus of the MIMO channel model is to model the inherent spatial correlation accurately as this is an important parameter for MIMO system performance.
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Figure 2. Model of radio interface of a MIMO system containing M antennas at the BS and N antennas at the MS. Note that we consider downlink from the BS to the MS. The transmission parameter hnm connects antenna n at the receiver side (MS) and antenna m at the transmitter side (BS) through a scattering medium.

In downlink the BS transmits M signals at the M BS antennas and the MS receives N signals at the N MS antennas. If 
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 is the impulse response connecting antenna n at the receiver side (MS) and antenna m at the transmitter side (BS), then the downlink can be written as
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Here the elements of the transmission matrix are assumed to be correlated. For a given delay 
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 a two-dimensional correlation matrix 
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 of size MNxMN can be defined as the correlation between any two sub-channels if the channel can be assumed to be ergodic. 
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Here 
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 the power of the path at excess delay 
[image: image14.wmf]t

.
2.1
3GPP SCM and Specification of MIMO Model Setup

The developed MIMO channel model will use correlation matrices, Doppler spectra, Rice component parameters, and the power delay profile. In 3GPP/3GPP2 SCM [7] the proposed MIMO channel models are not described using joint correlation matrices but rather provides the PAS for both the MS and the BS independently, from which the correlations must be derived.

Regarding the Doppler spectrum, the specified PAS for the mobile is directly used to control the Doppler spectrum of the fading taps.

Regarding the correlations of the MIMO sub-channels it is typically assumed that the correlation matrix can be derived as a Kronecker product between a correlation matrix seen from the BS and a correlation matrix seen from the MS [6]. See also [13] and [14].
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2.2
The Discrete Time MIMO Channel Model

The digital sampling grid of the input samples with sampling grid spacing of 
[image: image16.wmf]T

D

 gives a discrete MIMO channel model.
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Only a few of the taps will in practice be non-zero, hence the convolution can be simplified by summing only over the I non-zero taps (typically up to 20 is proposed). 
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Here we can resolve the transmission matrix in the 
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 different delays, which can be assumed to be common to all sub-channels
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Here we explicitly have introduced the power of the l'th tap i.e. 
[image: image21.wmf]l
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, and the (correlated) transmission coefficients
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a
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2.2.1
Adding a line-of-sight component to the model

These transmission coefficients are then resolved into a deterministic Rician component and a stochastic component characterized by a Doppler filter of the particular channel-tap.

	
[image: image23.wmf]ï

ï

ï

ï

î

ï

ï

ï

ï

í

ì

+

+

+

=

+

offset

 

phase

 

Rice

:

frequency

 

Rice

:

number

 

antenna

 

RX

 

:

 

number

 

antenna

 

TX

 

:

 

l

 

for tap

factor 

 

Rice

 

:

number

 

 tap

:

 

index

 

 time

:

 

)

,

(

)

1

(

1

1

)

,

(

,

,

,

rm

Doppler te

 term

Rice

)

2

(

,

,

,

n

m

l

l

R

i

nm

l

t

f

j

l

l

l

nm

f

n

m

K

l

i

l

i

d

K

e

K

K

k

i

n

m

l

l

R

y

a

y

p

4

3

4

2

1

4

4

3

4

4

2

1


	7 SET Mf4 
7
 (7)


where we have introduced a Rice factor 
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, which is the ratio of the power of the Rice-term divided by the power of the Doppler-term 
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=1 means that the power is equally distributed Rice- and the Doppler-term, and 
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=0 means that the Rice-component is gone. 

Most often this Rice factor is expressed in dB.

2.2.2
Generation of Correlated MIMO Sub-Channels

The 
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 is assumed to be uncorrelated between different taps (index 
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), but the individual sub-channels are correlated as function of time (the index 
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). This correlation will be controlled by correlation matrices like it is done in the IST METRA report [6]:

	
[image: image31.wmf])

,

(

~

~

)

,

(

~

)

,

(

)

,

(

~

*

l

i

d

l

i

d

l

i

d

l

i

d

nm

N

m

n

†

(l)

C

=

=

+


	8 SET Mfx4 
8
 (8)


i.e. for a given time and tap number 
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) according to the Doppler spectrum of the l'th tap. 

The matrix 
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 is assumed to be independent of time-index
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. It will be generated from a given correlation matrix 
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where † denotes Hermitian transpose, i.e. the conjugate transpose of the matrix, i.e. 
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 can be found as a Cholesky decomposition of the correlation matrix 
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It is easy to show that the shaping matrix defined in Equation 9 in fact renders the right spatial correlations for each of a taps. Let 
[image: image47.wmf]n

denote a multivariate Gaussian process with identity covariance (i.e. a process which is easy to draw samples from) and 
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 denote a multivariate Gaussian process with covariance matrix 
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It can be noted that the calculation of the shaping matrices for each of the taps is to be computed once per simulation. The figure below illustrates the flow made at low sampling rate (an oversampling factor time the maximum Doppler frequency) taken from the un-correlated complex Gaussian data from the left, which are filtered in the Doppler filters, and correlated with the shaping matrix 
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Figure 3 Overall flow of generating the correlated Doppler samples for one tap in the MIMO channel model. From the right NM independent fading generators will generate 
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3. Model boundaries

3.1
Varying delays

The framework presented within this contribution can be evolved in several directions. Dynamical profiles, where the delays of the taps are changing over time as mentioned in [14] (see also [2]). For E-UTRA it is not as relevant as for WCDMA-based terminals (possibly based on rake-receivers), so we do not see a need for this. It can also be noted that this feature will clearly drive the terminal test time upwards.

3.2
Complexity of the correlation matrices 

Since the full mathematical description of a MIMO fading transmission system is extremely complex covering the antennas, their orientations and the actual surfaces of each of the reflectors it is not feasible to cover all details of the real world fading. However E-UTRA layer 1 simulations indicate that quite some resilience towards the actual correlation matrices, thus we simply propose to keep the configurations simple using the same correlation matrix per path. It would also be possible to update correlation matrices over time, however the gain of this extension is not obvious. Instead we like to see that e.g. two scenario-classes are defined for performance requirement setting and corresponding testing. One with zero correlation for all off-diagonal elements and another with a more reasonably high correlation which could be seen to corresponds to a limited RX antenna separation relative to the wavelength.  When the Type1 enhanced performance requirements for HSDPA UE were developed it was decided that in order to allow fast progress of the work only uncorrelated antenna branches would be considered in HSDPA/WCDMA UE requirements. Now that developed of totally new requirements for E-UTRA UE is starting it would be useful to recheck what correlation assumptions are the most suited for setting the E-UTRA UE requirements.
3.3
Sampling distance of the taps 

As mentioned in the introduction special attention must be given to the resolution of the tap delays. In order to support 20 MHz bandwidth a taps delay spacing must obviously not exceed 50 nsec. In order to support both co-channel with a reasonable oversampling a requirement of supporting at least 12.5 nsec spacing of delays seems reasonable. Clearly this requirement will strongly impact the simulation speed and similarly the test-equipment. Thus, suitable balance between accuracy and complexity of the channel modelling needs to be found and agreed together with RAN5, which has the best knowledge of test equipment complexity.

3.4
Number of paths in the tapped delay line

Given that we will simulate a bandwidth roughly 4 times higher than for UTRA FDD, see also section 3.3, then the tap resolution will similarly go up with 4x, thus more taps in the tapped delay line is an obvious consequence. However the number of taps has also a significant impact on the cost of simulation speed and test equipment, so compromises has to be made here. Preliminary simulations seem to indicate that the actual number of taps is not the essential issue, but the decay of tap powers i.e. the coherence bandwidth is essential. This also suggests to have profiles defined resembling PA, PB, and VA in the standard for E-UTRA terminal testing.

A possible compromise between the enhanced bandwidth and the increase of simulation requirements could be to allow up to 10 taps in the defined test cases but again it might be beneficial to verify the findings and possible agreements with RAN5.
4. Proposed sample delay profiles

A reference proposal using 10 nsec delay spacing has earlier on been made in [12], which can be repeated here (named EPA (Extended Pedestrian A) and EPB (Extended Pedestrian B) below). We propose to use those two radio propagation models, which are extensions of the currently used HSDPA radio propagation models, at least as a starting point for  the requirement definition. This would e.g. allow easy performance comparison with UTRA. Additionally it could be discussed whether an extended Typicl Urban profile (ETU) should also be used in the E-UTRA UE requirement definition as the TU model has been widely used in RAN1 and in the performance evaluation phase of E-UTRA: These profiles can be used regardless of the number of RX and RX antennas. If seen necessary, these radio propagation condition profiles can be extended further either now or once the requirement definition has been initiated.
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Figure 4 The two profiles proposed; EPA, and EPB
In the proposed profiles it can be noted that no Rician component (see section 2.2.1) has been added similarly to e.g. the RA-profile from GSM [11]. It remains to be seen whether these types of profiles should be added to the standard.

4.2
Extended PA profile (EPA)

	Excess tap        Relative  

Delay (ns)   
    power (dB)

	0
           0.00

30 
          -1.54

150 
    -1.40

310
    -3.64

370
    -0.58

710
    -9.15

1090
    -6.97

1730
  -11.98

2510
  -16.93


4.3
Extended PB profile (EPB)

	Excess tap        Relative  

delay (ns)   
    power (dB)

	0
          0.0

30
          -0.1

120
    -3.7

200
          -3.0

260
    -0.9

800
          -2.5

1200
        -5.0

2300
        -4.8

3700
        -20.9


4.4
Correlation matrices for all profiles

It is seen desirable that a non-correlated requirements and corresponding test cases should be defined for two RX and two TX antenna cases 
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For SIMO the correlation matrix for the basestation degenerate to 1.

Furthermore it is also proposed that a correlated requirement scenario is considered, here for two RX and two TX antennas
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Where the correlation matrix is the same for all taps.

Note that the correlation matrices are complex and Hermitian by nature.

4.5
Fading spectrum

A very common model of the power spectrum of each tap is the well known Clarke Doppler type [5], [11]:
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Where 
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Figure 5 The Clarke Doppler power spectrum as a function of normalised Doppler frequency. 

We propose that similar as for in the definition of UTRA requirements this classical Doppler frequency definition is also used in the E-UTRA UE requirement definition.
6. Conclusions

In this contribution we have presented our initial analyses and proposals for radio propagation conditions to be used for setting E-UTRA UE demodulation performance requirements and later on defining the corresponding tests in RAN5. As simulation and testing complexity between different radio propagation modelling methods may vary quite significantly, it is proposed that RAN5 is also involved in the selection of radio propagation models for setting E-UTRA UE demodulation performance requirements. In this way it is possible to ensure that the requirements that RAN4 defines are also testable in practice.
In this contribution we have proposed that at least Extended Pedestrian A and Extended Pedestrian B propagation conditions would be used in the E-UTRA requirement definition as they provide a solid baseline for the requirements as similar models have been used for setting HSPA requirements. Additionally, Extended Typical Urban propagation conditions used in the E-UTRA performance evaluation in RAN1 could be considered. 
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