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1 Introduction

In [1] a proposal covering the simulation approach and assumptions to obtain correct performance requirements for an LMU was outlined. The documents [2], [3] pointed out some initial concerns regarding the approach taken in [1]. Some simulation results and proposals on modified system simulation methodology were proposed in [4], [5]. This paper, which uses [4], [5] as basis, proposes a simplified performance analysis methodology in some more detail. It is important that the simulation assumptions are as transparent as possible so that all interested companies can verify the results.
2 Simulation methodology proposal 
The starting point is to define a number of environments where the UTDOA system should work. This should consist of e.g. urban, suburban and rural environments, and includes assumptions on UE moving, from slow to fast speed, including acceleration. The network layout should preferrably be taken from real deployements. Also assumptions on signal duration should be included. The following steps then needs to be performed, although possibly not exactly in the order listed below. 
1. Define network layout, ie Node B/LMU coordinates and antenna gains/orientations.
2. Randomly place UEs in the network e.g. according to some spatial traffic distribution.
3. Calculate path loss from UE to each BTS.

4. Connect each UE to a serving Node B and compute the necessary output power to maintain the connection. 

5. Select LMUs tasked for Time of arrival measurement

6. Define the signal characteristics and duration and UE mobility. 

7. Provide LMU with information about desired signal, search window sizes, maximum expected doppler, and desired false alram rate. 

8. Define the bank of correlators as in [4] (choice of coherent and non-coherent correlation intervals and the assumptions on delay/doppler search for each)

9. Determine the required false alarm rate per correlator. Break this down into a requirement on false alarms per correlator bin and determine detection thresholds for each correlator. Example calculations shown in Chapter 3.
10. Calculate received power from test UEs at the tasked LMUs. 

11. Calculate interference plus noise power. 

12. Generate channel realizations for each UE/LMU connection e.g. by a finite number of rays with delay, power and fading statistics.
13. Perform correlations, e.g. using the simplified approach descibed in Chapter 3. . Compare detector outputs with thresholds.  
14. Estimate the Time of arrival of the signals that were detected in step 12. 

15. Calculate position in SMLC. 

16. Evaluate accuracy and coverage of UTDOA. If accuracy/coverage is not good enough some measure has to be taken, e.g. to choose a longer signal duration, or better LMU antennas., denser LMU deployment, etc. Or relax the requirements on UE speed. Rerun simulations.
If the results are satisfactory for all cases, then LMU requirement may be nailed down., using e.g. typical parameters of the test scenarios. These test cases should in addition to the tests done in Phase 2, also include false alarm rate tests. 

3 LMU performance modelling

3.1 Correlator performance 
The UTDOA LMU measures the time of arrival of UE signals. A simplified model of the received signal is 
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(1)

where hn [k], n=0,…nh-1 is the (complex) impulse response at sample time k, s[k] is the UE transmitted signal, which is assumed to be known, ptrthe delay of the signal, ie the quantity that we are interested in. e[k] is the sum of interference and noise which is modelled as an independent complex Gaussian sequence with a variance of N0. The LMU  knows apriori that the delay ptr is in the interval 0 to pmax chips. In addition, the maximum doppler and acceleration is assumed to be known. Signal detection is done using a combination of coherent and non-coherent correlation against all possible delay/doppler shifts. The N samples long replica s[k] is split into M segments of L samples each. Correlating a frequency-shifted y[k] coherently against a segment of s[k] yields
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(2)
(note that x* means complex conjugate of x). Here we assume the delay is sampled with chip-spacing and that the doppler spacing is 1/L, the inverse of the coherent measurement period. For simulation puposes, direct generation of (1), (2) with long signals, time varying channels, for all possible shifts, may be to time- and memory consuming to be feasible . Therefore, as an alternative we may simplify (2) a bit. For p=(ptr, ptr+nh-1), we get
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(3)
In the second last equality we have assumed that the channel coefficient is approximately constant over a period of k samples.  Equation (3) can be used as an computationally more advantageous alternative to correlator performance simulation than using (1), (2) directly. For p outside the interval  p=(ptr, ptr+nh-1), we get 
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(4)
with vm being a complex normally distributed with variance N0/L. Summing M correlation results non-coherently gives
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
Now we can define the test variable 
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
which can be interpreted as the estimated per tap SNR including processing gain factor ML. The calculated  is compared with a threshold * and whenever * we declare that the signal is present.

For the case of no signal present, 
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(5)
where vm,Re and vm,Im are normalized real-valued Gaussian distributed variables. A sum of squared normalized gaussian variables is 2-distributed, therefore 
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(6)
is 2 distributed with 2M degrees of freedom. 
The false alarm rate, (ie probability that * for an incorrect (p,q)) as a function of  * and M can therefore be calculated using standard numerical methods. In the examples that follow, the MATLAB function gammainc was used to define the false alarm rates as


Pf = 1-gammainc(*,M)






(13)

The resulting false alarm rates for M=1,10,80 are shown in Figure 2. The inverse problem, ie finding * for given Pf and M can e.g. be solved using linear interpolation of log(Pf) versus log(*)
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Figure1. False alarm rates as function of threshold for varying number of non.coherent correlations
The probability of detection is not equally simple to express analytically. One alternative which is computationally feasible is to use (3), (4) and numerical simulations. Realizations of the channel h with desired properties can be generated using well-established models. Correct detection in this case would mean that R(ptr,,q)L/N0 >*. In the doppler space it may be sufficent to check e.g. the doppler bins that correspond to the mobile speed for the test case in question. 
3.2 Thresholds based on desired total false alarm rates

It is important that the detection threshold * in (6) is carefully selected to avoid false alarms. False alarms are much more detrimental to positioning than to communication. In communication, synchronization is followed by an attempt to decode the received data. Any error in the synchronization step will then be detected, as it will not be possible to decode data.  For positioning such a step is not performed, therefore the false alarm rates have to be much lower. The correlators in the LMU has to search a large number of delay/doppler bins while maintaining an overall low false alarm probability. In addition, a number of LMUs are tasked to search for the signal and we want to keep overall false alarm rate low. Therefore the per bin false alarm probabilities must be kept very low. 

The probability that at least one correlator out of  nlmu*ncorr  make an incorrect decision is 

Pfpos = 1-(1-Pfcorr)nlmu*ncorr ~ PfCorrnlmu ncorr 



(11)

for small Pfcorr. For a single bin the false alarm rate is Pf. For nbins bins we get 

Pfcorr = 1 - (1-Pf)nbins ~ nbinsPf






(12)

for small Pf. The per bin Pf can now be determined as 


Pf = Pfpos/ (nlmu ncorr nbins)






(19)

Next some expressions for the number of bins nbins are derived. This is the product of the number of delay bins nt and doppler bins nf, which gives a total number of bins of nbins= nt· nf. Note that nbins may differ between different correlators.
3.3 Correlator doppler search space

The maximum doppler due to UE velocity is 
fd = v*fc/c   








(12)
where fd is the doppler frequency, v the UE speed, fc the carrier frequency, and c the speed of light. The allowed UE frequency offset also adds a frequency uncertainty but the impact of this is left for future study. Altogether the doppler uncertainty is  

fun = 2fd 








(8)
and the number of doppler bins nf =  fun/f . The doppler spacing f is usually smaller than 1/(Ltc). Here we take f = 1/(2Ltc).




3.4 Correlator delay search space

An expression for the delay uncertainty is calculated. Consider the geometry in Figure 2. UE is apriori located in a cell with radius D, (or at a known distance D from the cell site). 
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Figure 2. Geometry for delay uncertainty calculation.

Assume LMU1 is the master LMU and can easily detect the signal arrival. It is then possible to predict the arrival time at LMU2 in order to minimize the code phase search. The width of the time of arrival uncertainty window is
tun=2D/c 



(16)






The number of code phase bins is then nt =  tun/t . The delay spacing t is usually smaller than tc. Here we take t = tc/2.

(12)

4 Simulations 
Parts of the simulations done in [4] were remade using the assumptions described herein. 
As in [4], 3 parallel correlators were used using 

Correlator 1: M = 80, f = 1/(2L),  fun  = 500 Hz

Correlator 2: M = 10, f = 1/(2L) , fun = 5.5Hz
Correlator 3: M = 1, f = 1/(2L) , fun = 0Hz 
Total false alarm rate Pfpos = 0.01
Number of tasked LMUs nlmu = 10 
UE 3km from site, ie D = 3000m
Results shown in Figure 3. It can be seen that the results do not match the simulations in [4] perfectly, although the general trends are similar. 
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Figure 3. Detection performance of LMU for different channels. 
5 Summary and way forward
In this document we have provided some comments to [4] and developed the discussion of [5]. We proposed a simulation methodology to establish relevant LMU performance requirements. It is proposed that True Position provides sample data for the simulations including LMU locations and path loss models from some representative networks. Then each interested company can perform simulations. 

Some open issues include

· Path loss modelling for the real networks under consideration
· Modelling the effect of UE transmitter phase noise
· Simplified modelling the interference. Since this will partly consist of periodical signals with the same period as the desired signal, it can be expected that correlation performance will be hurt. 
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