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1 Introduction

According to the RAN #29 status report on the Study Item about “Performance Evaluation of the UE behavior in high speed trains with speeds up to 350kmph” [5], simulation assumptions for performance requirements have to be agreed to progress this SI.

This contribution concentrates on a DL analysis of the DCH performance and complements a corresponding UL DCH analysis presented to RAN4 #36 [6]. For the envisaged deployment scenarios [7] radio propagation with line of sight component is likely and discussed e.g. in [8]. Some line of sight simulation results are therefore included in the following analysis in addition to the “standard” Rayleigh fading propagation models.

2 Simulation Assumptions

The simulations in this contribution concentrate on DCH channels. We took the lowest and highest data rates of the TS25.101 tests into account to achieve sufficient service coverage at reasonable simulation effort. We revisited the 250km/h (Case 6) scenario since the current requirements added some arbitrary 3dB relaxation to the 120km/h requirements without justification by detailed analysis.

As usual for RAN4 performance simulations we assumed constant path delay for the propagation models and a corresponding “reference RAKE implementation” with an “ideal path searcher”, which has a-priori knowledge of the path delays. Path drift aspects are discussed in section 4.

For the envisaged deployment scenarios [7] radio propagation with line of sight component is likely. Rather than using a Rice-fading model with a fractional LOS component in the first path, we concentrated in this document on a pure LOS scenario (single path) as one extreme radio environment. We hope in this way we can give a clearer picture on the principle effect of LOS in order to support the discussion on the necessity of introducing alternative propagation models in context of the high speed train study item. As listed in Table 1, we assumed that the RX-AGC in the terminal is switched off. We decided to do so because the analysis in this paper is restricted to single link scenarios. In a single link pure LOS scenario, however, the AGC would fully compensate the LOS Doppler shift. DCH services, however, should also work in SHO scenarios, where this compensation is no longer possible for all links.

A summary of the simulation assumptions is given in Table 1.

	Parameter
	Assumption

	Services
	12.2kbit/s (TS25.101, section A.3.1), Test 9/17 (
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384kbit/s (TS25.101, section A.3.4), Test 12/20 (
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	Carrier frequency
	2GHz

	Propagation conditions
	Case 3/6 profile, 120km/h, 250km/h, 350km/h

LOS, 350km/h, terminal velocity vector co-linear with propagation direction (maximum Doppler shift)

	Front end over-sampling
	4 samples per chip

	RX AGC
	Off

	Number of bits in A/D converter
	Floating point

	Receiver type
	RAKE

	Path searcher
	Ideal (tap positions known)

	Channel estimation
	Real according to Table 2,

Ideal (channel weights known)

	Turbo decoding (384kbit/s)
	MaxLogMap - 8 iterations


Table 1: Simulation Parameter
Omitting searcher impairments, channel estimation becomes the most critical component for the receiver performance at high speed (see e.g. [6] or section 7.2). 
We assume channel estimation based on CPICH only. Relevant parameters for the performance are the channel estimation filter type and length, the update rate of the channel estimates as well as proper delay compensation of the data stream corresponding to the estimation delay (“anti-causal” filtering). The analysis below concentrates on a channel estimation which was proposed by  INTERDIGITAL in the context of HSDPA advanced receivers. The proposal was sent on “3GPP_TSG_RAN_WG4_HSDPA” reflector on 23rd of December 2004. For some reason the proposal became not an official RAN4 contribution. Therefore we copied the content of this proposal to the appendix in section 7.2of this document.

Different filter parameters have been proposed by INTERDIGITAL for different environments (speeds). This implies some mechanism in the terminal to identify the actual environment. Our approach is not to differentiate between different parameter sets but using common parameters for the full range of all interesting radio environments. This unified proposal is in fact an “anti-causal” averaging over 7 “twin symbols”, which follows one of the INTERDIGITAL parameter sets (see section 7.2). Table 2 gives a summary of the channel estimation assumptions.

In order to judge the performance of channel estimation, all simulations are accompanied by “ideal channel estimation” where a-prior knowledge of the channel weights where available at the receiver.

	Parameter
	Value

	Channel estimate update interval (R)
	5 times per slot (every 512 chips)

	Correlation length (W)
	512 (“twin symbol”)

	Downsampling rate (N)
	1 (no down sampling)

	Channel estimator span (chips) (L)
	20.000 ns ???

	Smoothing filter length (symmetric) (K)
	7

	Delay compensation for data stream
	YES


Table 2: Channel Estimation Parameter
3 Simulation Results

This section shows the simulation results for the 12.2 kbps and the 384 kbps services for different environments and channel estimation variants according to Table 1 in two separate figures. For both services the BLER over “Ec/Ior” characteristic for the three speeds, 120km/h, 250km/h and 350km/h using the “standard” multi-path fading model with a “power delay profile” as defined  in Case3/6 propagation conditions are shown. The dotted lines are results for “ideal channel estimation”. They are marked with “ideal” in the legend. The solid lines are the results for “real” channel estimation as described in section 2. They are marked with “real” in the legend.

The TS25.101 performance requirement for the 120km/h Case 3 (Speed for Band I, II, III and IV) propagation condition is also drawn in both figures and marked by black crosses.

3.1 12.2 kbps Service

Figure 1 shows the 12.2kbps results. It is interesting to observe that the link level performance at high speed (250km/h, 350km/h) is sometimes even better than the performance at 120km/h. This is caused by the two conflicting effects:

1. degradation of performance due to degraded channel estimation accuracy at high speed

2. improved performance due to increased interleaving gain at high speed

The influence of the pure interleaving gain can be seen when looking at the "ideal” channel estimation curves in Figure 1. Based on the proposed channel estimation filter, the performance degradation is in the range of less than 1dB for high speed. For low speed, the degradation is less than 0.2 dB.

We think this is an acceptable degradation which does not demand more sophisticated channel estimation in the UE in the context of the “high speed train scenario”. We also think the margin to the 120km/h test requirement is high enough to justify the same performance requirement for the full speed range from 120km/h to 350km/h.

Figure 1 also shows two curves for the pure LOS scenario using “real” and “ideal” channel estimation. Although the maximum Doppler offset for 350km/h was “seen” by channel estimation (AFC off), the performance difference between “ideal” and “real” channel estimation is much less compared to multi-path Rayleigh fading at 350km/h. The reason is the “improved quality” of the despread CPICH, which are used for channel estimation. The CPICH symbol quality becomes better because the pure LOS scenario is, as mentioned, a single path scenario. Thus, we have no “multi-path” interference from other channels (OCNS) on the CPICH symbols. The other channels are still fully orthogonal at the receiver.

As expected, the performance in a pure LOS scenario is much better than in multi-path fading scenario. What is the consequence from this finding for the discussion about agreement on proper propagation modes for the high speed train scenario with a certain LOS component?

In our view, we should concentrate this discussion on the terminal testing aspect. From terminal testing point of view, we would see the necessity to find realistic propagation models, if new propagation models improve the test coverage of the terminal. From Figure 1 we conclude, however, that the sensitivity of the terminal implementation to the LOS component is much lower than the sensitivity to multi-path Rayleigh fading models. From this perspective, we see no strong need to put too much effort in finding “realistic” Rice-fading models for high speed train scenarios.
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Figure 1: BLER performance for 12.2 kbps Service
3.2 384 kbps Service

384 kbps results are shown in Figure 2. The same behavior like before can be observed but the interleaving gain is even more pronounced due to the shorter TTI-length for the 384kbps service:

The link level performance at high speed is normally even better than the performance at 120km/h.

The influence of the pure interleaving gain can once more be seen looking at the “ideal” curves in Figure 2. Based on the proposed channel estimation filter, the performance degradation is in the range of about 0.5dB for high speed. For low speed, the degradation is less than 0.1 dB.

We think again this is an acceptable degradation which does not demand more sophisticated channel estimation in the UE in the context of the “high speed train scenario”. We also think the margin to the 120km/h test requirement is high enough to justify the same performance requirement for the full speed range from 120km/h to 350km/h.
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Figure 2: BLER performance for 384 kbps Service
4 Path Drift

Appendix 7.1 extends a general path drift analysis to 350km/h. The basic analysis was already presented to RAN4#25 in [4]. The drift situation is worst case in soft hand-over scenarios, when the UE is moving away from one base station (say “reference base station”) with maximum speed and approaching another base station (say “target base station”) with the same speed but different sign. The UE AFC may be locked to the “reference base station” seen at maximum negative Doppler offset. As a consequence the paths of the “target BS” drift with twice the ratio of 
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 due to Doppler. Combined with the BS and UE internal frequency errors a maximum path drift of 0.85 ppm can be computed  (see Appendix 7.1).

Currently the RAN4 approach is to separate path drift test cases from normal performance test cases. For the drift test the “Moving propagation condition” was defined in [1]. The path drift follows the formula 
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 with parameters according to Table 3. The “ppm” drift is given by differentiation. This results in 
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. Substitution of the parameter in Table 3 yields a maximum path drift rate of 0.10 ppm modeled by the “moving propagation” channel.

	Parameter
	Value

	A
	5 (s

	B
	1 (s

	(
	40*10-3 s-1


Table 3: Path drift parameters.

We believe this is a considerable mismatch of the actual drift in a high speed train scenario compared to the current test conditions. Therefore we propose RAN4 to modify the current “moving propagation” test case.

From test coverage point of view, it would be even better to combine the normal performance tests with the path drift phenomenon.

5 Conclusions
From the analysis above we draw the following conclusions:

· Agreement on a “reference implementation” for channel estimation is required because of the high sensitivity of UE performance on channel estimation

· Our proposal is to use “7 CPICH symbol-pair averaging” with update rate of 5 estimates per slot and corresponding delay compensation for the data stream.

· A similar proposal was already made by InterDigital in the context of HSDPA advanced receivers.

· Such a channel estimator is simple and provides acceptable performance for the full speed range from 0km/h to 350km/h.

· In the context of the “high speed train” work we propose to

· modify the performance requirements for the 250km/h test cases to the same value as for the 120km/h test cases because the current 3dB relaxation is not justified according to the analysis above.

· introduce additional 350km/h test cases because the performance sensitivity of the terminal implementation (due to channel estimation) is higher compared to the 250km/h case.

· The path drift test should be reviewed because the current “moving propagation model” corresponds to a maximum path drift of 0.1ppm while path drift in high speed train scenarios results in up to 0.85 ppm.
For improved test coverage we propose to combine path drift with the normal performance requirements.

· from terminal test coverage point of view, we see no strong need to find realistic Rice-fading models for high speed train scenarios, because the sensitivity of the terminal implementation to a LOS component is rather low.

We would like to ask RAN4 to review the results of the analysis in this paper and, if the results can be agreed, to take the proposals above into account for the progress of the SI “Performance Evaluation of the UE behavior in high speed trains with speeds up to 350kmph”.
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Appendix

6.1 Path Drift

The path drift is given by:
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 can be regarded as independent random variables with maximum error as specified in [1] and  [2]. Based on the common “local scattering” model, the (path specific) angles of arrival at the UE can also be modelled as random with uniform distribution between 0 to 360 degree.

In specific scenarios (e.g. LOS) , however, the angle is deterministic rather than random and the worst case drift due to Doppler has to be taken into account.
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Figure 3: Geometric Propagation Model.

In summary like in [3] we assume a worst case drift of:
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and a “typical drift” of:
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Table 4 can be derived, which summarize the numerical figures.

	
	3 km/h
	50 km/h
	120 km/h
	250km/h
	350km/h

	Max Drift/ppm
	0.2
	0.29
	0.42
	0.66
	0.85

	Typical Drift/ppm
	0.12
	0.14
	0.2
	0.35
	0.47


Table 4: Path drift for different speed

6.2 Channel Estimation

This section contains a copy of a proposal for “channel estimation alignment” from InterDigital in the context of HSDPA advanced receivers. The proposal was sent on “3GPP_TSG_RAN_WG4_HSDPA” reflector on 23rd of December 2004. For some reason the proposal became not an official RAN4 contribution.
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At the HSDPA ad hoc session during RAN4#33 in Shin Yokohama, InterDigital agreed to provide a reference channel estimator.  A generic channel estimator that can be used to aid in simulation alignment is provided below.  This channel estimator is not intended to represent a specific implementation.

We propose that a simple correlate-and-average channel estimation procedure be used to achieve alignment among companies.  Figure 4 is a high-level block diagram of the channel estimation algorithm.  It uses the pilot component of the oversampled received signal to estimate the channel impulse response on each of the oversampling phases.  A commutator is used to separate the oversampled signal into P chip-rate signals, one for each sampling phase.  P banks of chip rate correlators (L per bank where L is the span of the channel estimate in chips) perform correlations between each of sampling phases and the transmitted pilot chips, CPICH.  The correlation length W is set to 512 chips to accommodate Tx diversity signals and conform to WG4 #33 [R4-040770].  A bank of FIR smoothing filters with length K=7 is applied to smooth the outputs of all correlators. The outputs of the FIR smoothing filters are downsampled by a factor of N to provide the desired update rate for the channel estimate.   The serialized filtered signals compose the channel impulse response.

To remain consistent with the decisions made in WG4 #33 [R4-040770] and subsequent HSDPA reflector discussions the following parameters are proposed:

	Parameter
	For channels PA3, PB3, VA30
	For channel VA120

	Oversampling rate (P)
	2 samples per chip

	Channel estimate update interval (R)
	Once per slot (every 2560 chips)
	5 times per slot (every 512 chips)

	Correlation length (W)
	512

	Downsampling rate (N)
	5
	1 (no down sampling)

	Channel estimator span (chips) (L)
	18

	Smoothing filter length (symmetric) (K)
	7


The span of the channel estimator (in chips) L should be large enough to capture the full delay spread of the largest delay spread channel proposed for simulation (ITU Pedestrian B) plus some additional span to account for pulse shaping filters.  When rounded up to the nearest chip, the Pedestrian B channel spans 15 chips.  We therefore propose a span of L=18 chips with the first correlator aligned to precede the FSP by 2.5 chips (5 samples).

Lastly, the nature of the smoothing filter needs to be defined.  We propose a non-causal sliding block moving average filter with at most 3 anti-causal correlation results (3*512 chips), 1 punctual correlation result and M historical correlation results included in the average (a total of K = min{M, 3}+1+M filter taps).  The anti-causal length of the filter was chosen so as to limit the implied buffering requirements and impact on the latency and therefore be reasonable from an implementation point of view.  The value of K was chosen by conducting simulations with a LMMSE receiver using the described channel estimator with varying length K filters in the different ITU channels.  The throughput for each of the channels is plotted in Figure 5 and the filter length chosen that represents a good compromise performance amongst the channels of interest.  We propose that the filter length be chosen so that the percentage throughput loss of PB3 and VA120  is approximately the same (relative to their max).  From Figure 5 it is clear that in both of these channels, a loss of ~5% is attained at filter length = 7, corresponding to a symmetric filter with 3 historical taps, 1 punctual tap, and 3 anti-causal taps, each tap having value of 1/7.  Note:  we assume that the throughput in PB3 will not significantly improve for length K > 19.  
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Figure 4.  Channel estimation algorithm.  As decided in WG4#33, P=2 and R={512, 2560}. 
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Figure 5.  Throughput vs. filter length (K).  Filter is symmetric about t=0 but limited to 3 non-causal taps.  When length is greater than 7, non-causal length = 3.  Both PB3 and VA120 exhibit ~5% throughput loss (relative to their max) at a filter length  = 7.
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