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This document addresses the general requirements related to FDD measurements in Cell_DCH state (section 8.1.2 of [2]) and mainly supports the Siemens Tdoc [5].

Based on simulation results, proposals for clarification of the current specifications are made.

Introduction

Cell identification requirements in Cell_DCH state

1) Introduction

Section 8.1.2.2.1 and 8.1.2.3.1 of [2] gives general requirements for identification of a new cell in Cell_DCH state, respectively for intra-frequency and inter-frequency cases.

For each case, the specification gives the task to be performed by the handset (identification and SFN decoding for intra-frequency, identification for inter-frequency), the time allocated and the signal to noise ratio conditions. Nevertheless, it seems that the term “identification” is not clearly defined, even if it is commonly admitted that identification means frame timing acquisition and scrambling code identification.

Proposal 1 : To define clearly the term “Cell identification” in section 8.1.2 of [2].

The aim of this section is to analyse the feasibility of these requirements using simulation results for cell search step 1 (slot synchronization), step 2 (frame synchronization and code group identification) and step 3 (scrambling code identification). This analysis is considering : 

· Propagation channels models as described in [1], Annex B, and considering mono-path case;

· Time sliding, due to imperfect frequency synchronization and handset movement.

2) Working assumptions

2.1) Propagation channels

We will give simulation results for single path fading at 3km/h and 250 km/h.

2.2) Performance criterion

The usual performances criterion, as suggested in 25.133, is the probability of success of cell identification: 

Pd = Pd1 * Pd2 * Pd3, where Pdi is the detection probability of cell search step i (i = 1, 2, 3).

Step 1 is slot synchronization, step 2 is frame synchronization and scrambling code group identification and step 3 is scrambling code identification.

As indicated in [5], getting a 0.99 detection probability for step 3 requires much less averaging depth than for steps 1 and 2, and assuming that detection probabilities are equal for steps 1 and 2, it gives a target detection probability value of (0.9)1/2 = 0.95 for steps 1 and 2.

2.3) Timing drift

During the cell search processing, the slot timing of the strongest path of a given cell is likely to vary. This drift may induce performance degradations or even a failure of the identification process.

The 2 main causes we see for the timing drift are :

a) Reception clock drift due to imperfect frequency synchronization of the handset with respect to the received frequency of the cell to be measured; the received frequency may be different from the theoretical node B frequency due to Doppler effect and node B oscillator inaccuracy.

b) Propagation delay variation due to handset movement (change of distance)

It is considered that effect of a) and b) are cumulative.

For a), an inaccuracy of  on the handset sampling frequency Fe induces a timing drift within a time t given by :  = t  ( =  Fe / Fe , expressed in part per millions). It is there assumed that clock frequency control and carrier frequency control are linked.

For b), in the worst case, a time shift  = t (v/c) occurs after a time t, where v is the mobile speed and c is the speed of light.

For intra-frequency measurements in Cell_DCH state, we assume that the handset performs some frequency control process in order to compensate for the Doppler frequency shift and node B oscillator inaccuracy. Then, as specified in section 6.3 of [1], the frequency offset is assumed to be 0.1 ppm. 

So, for intra-frequency, a timing drift  is experienced after a time t given by :
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During inter-frequency measurements, the handset experiences differential Doppler frequency shift between the serving cell and the cell to be measured. Thus, in the worst case (the 2 cells and the handset are aligned and the handset is moving between the 2 cells), the relative frequency offset of the handset is given by :
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f0 is the carrier frequency of the serving cell

UE is the frequency synchronization accuracy of the handset : UE = 0.1 ppm

nodeB is the maximum relative frequency accuracy of nodes B : nodeB = 2 * 0.05 ppm

Doppler is the maximum (worst case, mentioned above) Doppler frequency  : Doppler = (2v/)/f0 = 2v/c

We are considering here the worst case, for which UE and nodeB remain constant during the measurement interval.

So, for inter-frequency, a timing drift  is experienced after a time t given by :


[image: image3.wmf](

)

(

)

2

2

10

.

2

7

_

int

EQ

c

v

t

c

v

t

offset

freq

moving

er

+

D

+

D

=

D

+

D

=

D

-

t

t

t


As suggested by [1] (Annex B), we consider 250 km/h as the maximum speed value through this document.

The formulas given by EQ1 and EQ2 apply for a handset architecture where there is no independent chip clock synchronization, and where the chip clock synchronization is achieved through frequency tracking (AFC scheme) of the received carrier frequency. This architecture implicitly assumes that the node B uses the same clock source for chip clock generation and up frequency conversion. However, different architectures can be considered, with independent chip clock tracking. This type of architecture is more complex to implement at handset side than the AFC based architecture assumed here. In that case, only the timing drift due to distance change should be taken into account, as in [5].

The table 1 sums up the cumulated effects of a) and b), for intra-frequency and inter-frequency measurements, using equations EQ1 and EQ2 and with  = Tc/2 (Tc is the chip duration) :

	UE speed (km/h)
	Half chip drift time for intra-frequency measurements
	Half chip drift time for inter-frequency measurements

	3
	1.3 s
	0.64 s

	250
	0.39 s
	0.15 s


Table 1 : Half-chip delay drift time for intra and inter-frequency cases

The values for intra-frequency measurements in table 1 are quite different from those presented in [5] (table 1) because frequency offset has not been taken into account in [5].

It is considered that the timing drift induces significant performances degradation within a given cell search step. Considering the whole cell search process, some kind of synchronization time update can be performed when switching from one step to the following, which allow to mitigate the timing drift effect. Such mitigation is difficult to perform within a step, so it is considered that the figures in the table above should be compared with individual step processing times and not with the whole cell search processing time.

For inter-frequency measurements, the effect of timing drift is far more critical than for intra-frequency, because of the time distance between compressed mode gaps. For some compressed mode patterns, the handset is likely to experience timing drift of several samples from one gap to the next. In such conditions, there is no processing gain when adding the profiles associated to each gap and some ambiguity is created as we don’t get one peak but several peaks. Thus, the cell identification is likely to fail.

2.4) Algorithms definitions

The assumptions related to the cell search steps 1 and 2 are identical to those described in [5].

The scrambling code identification (step 3) is performed such as :

· Correlation with P-CPICH on a 256 chips symbol  basis

· Non coherent accumulation of the correlation norms over a number of P-CPICH symbols

Each step is performed in a basic way, without using coherent processing, adaptive methods or a priori information sent by the network. For each step, the detection is done by seeking the maximum and not by using thresholds. 

3) FDD intra-frequency measurements in Cell_DCH state

According to section 8.1.2.2.1, the UE shall be able to identify and decode the SFN of a new detectable cell in 800 ms in the worst case. A cell shall be considered detectable when CPICH-Ec/Io( –20dB and SCHEc/Io( –20dB.

3.1) Analysis

As decided in previous 3GPP meetings, the probability of successful identification is not indicated in the general requirements, but is indicated in the test cases section (section A8) for the AWGN case (90%). The performances target for fading conditions are currently missing from [2] (the rate of correct events is “To Be Defined” in fading conditions test case A.8.2.2) and are to be defined. 

Another issue concerns power conditions for a cell to be detectable, as discussed in [5]. As cell identification is performed on a single path (there is no summing of path energies), we think that current specifications lead to inconsistencies when there are several paths (if there are N propagation paths with equal average power, the signal to noise ratio of each path is SCH-Ec/Io – 10logN and not SCH-Ec/Io, thus the requirement becomes more difficult as the number of paths increases).

The change request [6], not yet approved, proposes to apply the signal to noise ratio conditions to all propagation paths. From our point of view, it would be sufficient to state that these conditions apply to the  strongest path only.

So, it should be clarified that requirements 8.1.2.2.1 and 8.1.2.3.1 apply only in AWGN propagation conditions (usually, AWGN propagation condition implies the presence of a single path as stated in [1], section B2.1).
Proposal 2 : To clearly state in sections 8.1.2.2.1 and 8.1.2.3.1 of [2], that the general requirements apply only in AWGN propagation conditions.
The simulation results to support this proposal are given in section 3.2.

3.2) Simulation results
We provide hereafter some simulation results for intra-frequency cell identification for AWGN and fading conditions at 3km/h and 250 km/h.
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Figure 1 : Step 1 performances on AWGN channel
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Figure 2 : Step 1 performances on mono-path fading channel (at 3 km/h)
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Figure 3 : Step 1 performances on mono-path fading channel at 250 km/h
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Figure 4 : Step 2 performances on AWGN channel
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Figure 5 : Step 2 performances on mono-path fading channel (at 3 km/h)

According to figure 2 and assuming that steps 1 and 2 require roughly same processing times for a given success probability, step 2 requires about 200 slots for Pd=0.95 for SCH-Ec/Io=-20dB.
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Figure 6 : Step 3 performances on mono-path fading channel (at 3 km/h)

These performances results are close from those presented by Siemens and Ericsson in [5].

These curves show that :

· The 3km/h case is the most critical in term of processing time required. About 270 ms are necessary for successful identification in single path conditions (2*200 slots for steps 1 and 2 and 10 slots for step 3).
· The identification time required for 3 km/h single path conditions is much longer compared to AWGN and vehicular fast fading conditions. Even if this time is compatible with requirements 8.1.2.2.1 of [2] and with the half-chip drift time, it may not allow to achieve in parallel all the measurements described in 8.1.2.1 of [2] (up to 32 intra-frequency FDD cells to monitor) for realistic handset implementations.
· Considering several propagation paths would imply much longer identification times, no more compatible with requirements and half-chip drift time.

4) FDD inter-frequency measurements in Cell_DCH state

4.1) Analysis of general requirements

For inter-frequency measurements, the real time (time from the first to the last gap) required for the cell identification is longer due to compressed mode. In addition, frequency offset is more important than for intra-frequency measurements. It is then clear that timing drift and associated performances degradations are much more important than for intra-frequency measurements. 

The current version of the specifications gives description of the compressed mode patterns dedicated to inter-frequency measurements. This is given in table 8.1 of section 8.1.2.3 in [2].

	TGL1 [slots]
	TGL2 [slots]
	TGD [slots]

	7
	-
	undefined

	14
	-
	undefined

	10
	-
	undefined

	7
	7
	15…269

	14
	14
	15…269

	10
	5
	15…269


Table 2 : Authorized compressed mode patterns for FDD inter-frequency measurements in Cell_DCH state

We can see that the range of TGPL parameter is not given.

Then, it is not clear what is the minimum gap density to consider (on the other hand, maximum gap density is defined in section 8.2.1). In [5], a maximum TGPL value of 48 frames and corresponding minimum gap density are proposed (7 slots / 480 ms).

Proposal 3 : Define the minimum gap density for inter-frequency measurements in Cell_DCH state.

In addition, simulations show that several authorized configurations lead to cell identification failure due to the timing drift effect described in section 2.3. Examples are given in section 4.2.

In section 4.3, we define a set of constraints on compressed mode parameters, which guarantees the success of inter-frequency cell identification for realistic propagation conditions.

4.2) Simulation results

The curves hereafter show examples of behaviour of cell search step 1 in compressed mode, in presence of timing drift (behaviour of step 2 is similar). Results are given for 2 compressed mode configurations which are compatible with table 2 and are defined by :

	
	TGL1 (slots)
	TGL2 (slots)
	TGPL1 (frames)
	TGD     (slots)

	Config. 2
	10
	0
	8
	0

	Config. 3
	7
	0
	15
	0


Table 3 : Compressed mode configurations used for simulations

A processing time of 30 slots is considered for steps 1 and 2. This time allows successful identification for AWGN and vehicular conditions (v>40km/h) assuming continuous processing and for SCH-Ec/Io>-17 dB.

As compressed mode processing gives some time diversity benefits in fading conditions, this averaging length is sufficient.

26 (26 = 8+9+9, it is assumed that first gap is reduced by 2 slots and the following gaps are reduced by 1 slot) and 29 (5+4*6) slots are actual averaging length used for configurations 2 and 3 respectively, in order to reduce the number of gaps (this globally improves performances for timing drift conditions) and then the performances degradation due to timing drift .
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Figure 5 : Step 1 performances with timing drift (4.95 samples/s) on mono-path fading (40 km/h)
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Figure 6 : Step 1 performances with timing drift (13.54 samples/s) on mono-path fading (250 km/h)

These examples clearly show that, for some compressed mode configurations, cell identification shall fail or at least 90% success probability will not be reached.

Simulations show that degradations are not acceptable when the timing drift experienced from the beginning of the first to the end of the last gap is greater than half a chip.

4.3) Constraints analysis for compressed mode patterns related to inter-frequency measurements

From our point of view : 

· It is difficult to mitigate the performances degradations due to timing drift inside a cell search step, but it should be possible to face timing drift when switching from one step to the following;

· Given the detection conditions for inter-frequency measurements, it is necessary to exploit several gaps for each cell search step;

· Actual processing time within a gap should take into account RF switching times (frequency synthesizer, Automatic Gain Control) and the fact that entire slots are required;

Given this, we aim to express that the real time required for a given step (only steps 1 and 2 are considered here) does not exceed the half chip drift time, called Tinter,half-chip (v), where v is the mobile velocity. The cases TGD=0/TGD(0 have been distinguished.

Tinter,half-chip (v) is directly deduced from equation 2 of section 2.3 : 
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The effective processing time required in order to get 0.95 success probability for one step (for CPICH-Ec/Io( –20 dB and SCH-Ec/Io ( –17 dB) is called Teff.

Ngaps is the number of gaps required for the processing of a step. It is assumed that, for each gap, 2 slots are not used for cell search processing (RF switching, …), so Ngaps = ceil{Teff / (TGL – 2 slots)}, where ceil{x} is the nearest integer of x towards infinity.

The table 4 gives the values of Teff and Tinter,half-chip using EQ3 and curves from section 3.2. For AWGN, we consider v=0.
	
	Teff
	Tinter,half-chip

	V= 3 km/h
	150 slots
	0.64 s

	V= 250 km/h
	30 slots
	0.15 s

	AWGN
	15 slots
	0.65 s


Table 4 : Set of constraints for inter-frequency compressed mode configurations

The fading conditions Teff values of table 4 are based on continuous processing performances (intra-frequency). As there is some time diversity gain in compressed mode, actual required processing times should be slightly shorter.
TGD (  0

Expressing that the real time required for a given cell search step should not exceed the half-chip drift time, we get the following conditions which should be fulfilled, for any mobile velocity v : 
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TGD =  0

When there is one gap per pattern, the condition is :


[image: image15.wmf](

)

6

)

(

1

,

int

EQ

v

T

TGL

TGPL

N

chip

half

er

gaps

-

£

+

-


The table 5 and 6 gives the constraints coming from equations 4, 5 and 6 for AWGN and for the extreme cases, v=3km/h (requires the longest averaging length so Ngaps is the largest) and v=250km/h (induces the largest timing drift so Tinter,half-chip is the shortest).

	
	TGL = 7
	TGL = 10
	TGL = 14

	Fading, v= 3 km/h
	14TGPL + TGD  (  953 slots
	TGPL ( 7 frames
	TGPL ( 10 frames

	Fading, v= 250 km/h
	2TGPL + TGD ( 218 slots
	TGPL + TGD ( 215 slots
	TGPL ( 14 frames

	AWGN, v=0 km/h
	TGPL ( 63 frames
	TGD ( 950 slots
	TGD ( 950 slots


Table 5 : Set of constraints for inter-frequency compressed mode configurations with TGD ( 0

	
	TGL = 7
	TGL = 10
	TGL = 14

	Fading, v= 3 km/h
	TGPL  (  1 frame
	TGPL ( 3 frames
	TGPL ( 5 frames

	Fading, v= 250 km/h
	TGPL ( 2 frames
	TGPL ( 3 frames
	TGPL ( 7 frames

	AWGN, v=0 km/h
	TGPL ( 31 frames
	TGPL ( 63 frames
	TGPL ( 63 frames


Table 6 : Set of constraints for inter-frequency compressed mode configurations with TGD = 0

The values show that the 3 km/h case is the more constraining, and that the number of successful patterns is limited, as authorized TGPL values are low compared to maximum TGPL value (48 frames). For TGD=0, we can see that the maximum gap density (as defined in section 8.1.2.1 of [2]) is reached.

We then reach the conclusion that in order to have more successful patterns (higher TGPL values compared to those in tables 5 and 6), it is necessary to relax the detection condition on SCH-Ec/Io for fading conditions. According to SCH-Ec/Io thresholds, it should be necessary to define accurately the set of compressed mode pattern parameters which guarantees successful inter-frequency cell identification, taking into account timing drift effect.

Conclusions
We propose the following modifications of section 8.1.2 of [2] :
Proposal 1 : To define clearly the term “Cell identification” in section 8.1.2 of [2].

Proposal 2 : To clearly state in sections 8.1.2.2.1 and 8.1.2.3.1 of [2], that the general requirements related to detection of new cell apply only in AWGN propagation conditions (single path).

Proposal 3 : Define the minimum gap density for inter-frequency measurements in Cell_DCH state.

Some contributions to issues raised in [5] have been given.

According to proposal 2 above, cell identification requirements for fading conditions remain to be defined. Our simulation results show that, in line with [5], SCH-Ec/Io ratio should be decreased in order to get accumulation times compatible with general requirements of 8.1.2 and timing drift.

For inter-frequency measurements, we think compressed mode patterns should be defined more accurately, in coherence with SCH-Ec/Io settings and timing drift range. Simple calculations have shown that, for most of authorized patterns, performances degradation or failure will occur because of timing drift.
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