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Summary

Sections 8.1.2 and in particular 8.1.2.3 (FDD inter frequency measurements) of [2] describe requirements on the UE reaction time for cell identification under certain signal level conditions. These requirements are written in a general way in the sense that no restrictions are made on the propagation conditions. In our opinion, these general requirements cannot be fulfilled by a reasonable UE implementation. This applies in particular for non artificial but realistic propagation conditions.

Formulas are given in [2, section 8.1.2.3], which relate basic compressed mode parameters to the UE reaction time. The purpose of these formulas is not clear. In our opinion, these formulas allow configurations, where the synchronization process breaks down.

The present discussion paper gives a review of the analysis for target cell identification and makes proposals how to solve the inconsistencies we see in the standard.

Analysis Review

The following analysis is a review of several published investigations on the W-CDMA synchronization procedure (e.g. [5], [6], [7]).

In the case that no a-priori information about the reference time difference to neighbor cells is available from the network, the proposed target cell identification includes SCH-based synchronization. The synchronization scheme consists of the three steps slot synchronization, frame synchronization plus code group identification, and scrambling code identification.

The following subsections summarize the performance of slot and frame synchronization. Scrambling code identification is relaxed from the statistical point of view and therefore not treated here.

For both steps, slot and frame synchronization, we assume the reception of a SCH signal from a single cell at constant delay(s) during the whole accumulation process. This assumption is valid if the total synchronization takes not longer than the “path drift time” given in Table 1.

	Speed (km/h)
	Half chip drift time (s)

	3
	47

	50
	2.8

	120
	1.17

	250
	0.56

	500
	0.28


Table 1: Path delay drift at different mobile speed.
Slot synchronization

We assume the following “algorithm” for slot synchronization:

· Symbol wise correlation (matched filter) with the P-SCH code; the uncertainty range is 1 slot (2560 chips)

· Non-coherent accumulation of the matched filter results over a variable number of slots

· Peak value selection without application of a threshold (in order to optimize the statistical behavior)

Figure 1 shows the statistical performance for the detection of a specific path at an unknown delay for both static and flat (block) fading conditions. An error occurs if the detected peak position does not coincide with the actual signal delay. As a reference for the validation of the analysis, comparable results from [5] have been added to the figure (last legend item).
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Figure 1: Slot Synchronization Performance.

Referring to the signal level requirement for inter-frequency measurements (SCH_Ec/Io > -17 dB) as well as for intra-frequency measurements (SCH_Ec/Io > -20 dB) given in [2], vertical lines have also been added to the figure, which represent the path specific chip energy to interference ratio. We distinguish between single-path and multi-path transmission, where we used the model “case 2” as defined in TS25.101. According to the relation
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, and the definitions in TS25.101, SCH_Ec/Io is the sum power of all propagation paths. Path specific chip energy to interference ratio is therefore about 5dB worse for the given channel model.

In addition, a reasonable implementation margin of 1.5dB has been taken into account. About 1 dB would e.g. be caused by imperfect chip synchronization (this value depends on the over sampling ratio).

Frame Synchronization

We assume the following “algorithm” for frame synchronization and code group identification:

· Selection of candidate delay based on slot synchronization

· Symbol wise correlation with all 16 S-SCH codes for the selected delay

· Non-coherent accumulation over multiple frames

· Soft detection of optimum delay and code group

Figure 2 shows the statistical performance for correct detection under the condition of correct slot synchronization for a specific path and for both static and flat (block) fading conditions. An error occurs if either the decoded slot number or code group is wrong (we assumed no restriction on the candidate code group size). As a reference for the validation of the analysis, comparable results from [5] have again been added to the figure (last legend entry).

[image: image3.wmf]-30

-28

-26

-24

-22

-20

-18

-16

-14

-12

-10

10

-2

10

-1

10

0

Frame Synchronisation and Code Group Identification

SCH-Ec/I0 [dB]

detection rate

inter frequency: single path

inter frequency: three equal power paths

intra frequency: single path

intra frequency: three equal power paths

static, 1 frames accumulation

static, 2 frames accumulation

static, 4 frames accumulation

static, 8 frames accumulation

block fading, 1 frames accumulation

block fading, 2 frames accumulation

block fading, 4 frames accumulation

block fading, 8 frames accumulation

ericsson, 5 km/h flat fading, 1 frame accumulation


Figure 2: Frame synchronization performance.

Overall Search Process

Search Strategy

Various strategies for the overall search process have been published. They differ in the rules for peak selection (threshold based or not, handling of already detected peaks), support for coherent frame synchronization, error recovery, number of processed peaks in dependence of the monitored set size, and the number of necessary resources for frame synchronization and scrambling code identification.

For multi-path propagation, it might be favorable to relax the requirements on slot and frame synchronization by asking for not more than the detection of a single path. The additional paths, which are necessary to achieve the required CPICH measurement accuracy, could be found by some other procedure.

Measures, which reduce the average synchronization time in dependence on the actual signal-to-noise ratio, can also be applied.

Frame synchronization for target cell search can be improved by taking into account a restricted number of code groups in the monitored set size.

We don’t want to go into all these implementation details but hope to draw generic conclusions from the statistical analysis above.

Overall Performance

Following [2, section A.8.2.1.2] we assume a required overall detection probability of 90%. Because of the similar performance of slot synchronization and frame synchronization, it is reasonable to split the requirement equally between both steps. Each step needs therefore an individual detection probability of 95%.

Problem Description
Continuous Mode

We read from Figure 1 that an accumulation time of four frames is required for intra-frequency to achieve a 95% slot sync detection probability for single-path static propagation under worst-case SNR conditions. Two frames would not be sufficient as stated in [4] because of the implementation margin. The same applies to frame synchronization.

That is, a total accumulation time of about 8 frames is required to cope with the most easy propagation condition. We keep this accumulation time also for the following table, which lists the overall detection probability for different propagation conditions.

	8 frames total accumulation
	Single-path,
static
	3 path,
static
	Single-path
fading
	3 path
fading

	overall detection probability 
	96%
	1%
	33%
	3.6%


Table 2: Detection probability for different scenarios.
We think that the detection probability for realistic propagation conditions is unacceptably bad.

If we want to keep a reasonable overall detection probability of about 90%, an extrapolation of the statistical analysis above yields:

· some 40 frames (0.4s) for multi-path static propagation

· some 150 frames (1.5s) for a single-path fading propagation

· some 800 frames for (8s) for multi-path fading propagation

Note that these accumulation periods are not only quite long but are also in contradiction to the assumption of a constant path delay during the accumulation according to Table 1.

Without any restrictions on the amount of UE resources, it seems not possible to detect a new intra-frequency cell within 800ms [2, section 8.1.2.2.1] under practical propagation conditions and for the given SCH level.
Compressed Mode

The general requirement in [2, section 8.1.2.3: FDD inter frequency measurements] for inter-frequency cell identification in compressed mode defines the formula 
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, which specifies the allowed identification time. We suppose that this kind of formula shall give the network a maximum degree of freedom for the choice of compressed mode pattern and relates the “gap density” 
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 of the patterns to the guaranteed time 
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The valid range for the gap density is on the one hand limited by restrictions like “no more than 2 of three frames may be compressed” or “at least 8 slots of a frame must be uncompressed”. The other obvious limitation is the maximum TGPL, which can not be more than 
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, the minimum time for measurements during any 480ms interval, would then become zero and the allowed time for cell identification would go to infinity.

The penalty for a large TGPL is a longer cell identification time. We suppose the resulting maximum time of about 115 seconds (= 800 ms * 480ms/ 5 slots (effective gap when TGL = 7 slots)) is acceptable from network operation point of view, since the relevant parameter 
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 has explicitly been defined to be 480ms.

Lets therefore have a look on compressed mode parameter configurations as given in Table 3 (the other parameters are not important).

	Parameter
	pattern #1
	pattern #2

	TGL1 [slots]
	7
	14

	TGL2 [slots]
	-
	-

	TGD [slots]
	0 (undefined)
	0 (undefined)

	TGPL1 [frames]
	48
	48

	TGPL2 [frames]
	TGPL1
	TGPL1


Table 3: Example compressed mode patterns.
The accumulation over several frames according to the analysis above must be split over the gaps. The time needed for synchronization (measurement duration) is given by the effective gap rate, which takes some implementation margin for switching into account, times the necessary integration time.

Table 4 shows the measurement duration for 80 ms required total accumulation time. 5 slots effective measurement time are assumed for a 7 slot transmission gap.

	8 frames total accumulation
	pattern #1
	pattern #2

	Accumulation duration
	11.5 s
	4.8 s


Table 4: Measurement duration for synchronization in compressed mode.
The durations in Table 4 considerably exceed the path delay coherence time of realistic propagation conditions (see Table 1). Thus, synchronization will fail, since the paths drift considerably during the accumulation time. It seems not possible at all to detect cells under such conditions.

Proposal

To cope with the identified problem we propose the following way forward.

· It should be made clear that the requirements for the  “detection of a new cell” are no general requirements but apply only to single-path static (AWGN) propagation

Doing so, we would have no requirements for realistic propagation conditions. Therefore, we think it is necessary to make the following modifications:

· Section 8.1.2 of [2] should be extended by a set of relaxed requirements for realistic propagation conditions. Fading as well as the distribution of the total SCH power over several paths should be addressed. From our point of view, it seems to be reasonable to:

· Keep a reasonable overall detection probability of 90%

· Increase the limits for the SCH/Io-ratio

In addition, it may be acceptable for already existing UE implementations to assume a total accumulation time of about ¼ second (25 frames) as suggested by Table 1.

· The restrictions on transmission gap patterns should be tightened by modifying the compressed mode formula such that the UE synchronization procedure does not break down anymore. This could e.g. be achieved by reduction of the parameter 
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 in section 8.1.2.3.1 of [2] (i.e. by increasing the “gap density”).
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