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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1 Scope

The present document summarises the results of  the feasibility study about inclusion of Wideband Distribution Systems, or WDS, as part of third generation networks in 3GPP standards. 

It covers the history of the proposal, shows and discusses the results of relevant analysis and simulation activities, highlights the possible degree of integration to the current status of 3GPP network architecture and concludes with the indication for a possible way forward in the standardisation path.

2 References

The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
“Universal Mobile Telecommunications System (UMTS); UE Radio Transmission and Reception (FDD) (3GPP TS 25.101 version 4.1.0 Release 4)”, Ref. RTS/TSGR-0425101Uv4R1, July 2001

[2]
“Universal Mobile Telecommunications System (UMTS); UTRA (BS) FDD; Radio transmission and Reception (3GPP TS 25.104 version 4.1.0 Release 4)”, Ref. RTS/TSGR-0425104Uv4R1, July 2001

[3]
3GPP TS RAN 25.141; Base station conformance testing (FDD) (Release 5). V.5.0.0

[4]
Technical justification and overall advantages for UTRA Wideband Distribution Subsystems (WDS) R4-010668 (RAN WG4 #17).

[5]
Comments on WDS O&M impact from RAN3 and SA5, R4-011609 (RAN WG4 #20)

[6]
3GPP TS 25.104; UTRA (BS) FDD; Radio transmission and reception (Release 1999). V.3.8.0

3 Definitions, symbols and abbreviations

3.1 Definitions

WDS:
a subsystem capable of remotisation of BS RF interface, but offering flexible and multiple RF interfaces to one or more BS or sub-equipped BS. 

3.2 Symbols

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

3GPP
Third Generation Partnership Project

ACLR
Adjacent Channel Leakage Ratio

ACS
Adjacent Channel Sensitivity

ALC
Automatic Level Control

BS
Base Stations

CPICH
Common PIlot CHannel

DL
Downlink

DR
Dynamic Range

FDD
Frequency Division Duplex

GPS
Global Positioning System

ID
Identification

IPDL
Idle Period for Down Link

Iub
Interface between RNC and BS

LCS
Location Services

LLI
Low Level Interface

LMU
Local Measurement Unit

LNA
Low Noise Amplifier

MCPA
Multi Carrier Power Amplifier

O&M
Operation and Maintenance

QoS
Quality of Service

OIP3
Output Intercept Point of third Order

OTDOA
Observed Time Difference of Arrival

PCF
Position Calculation Function

RF
Radio Frequency

RNC
Radio Network Controller

TDD
Time Division Duplex

TR
Technical Report

UE
User Equipment

UDD
Unconstrained Delay Data bearer service

UL
Uplink

UMTS
Universal Mobile Telecommunication System

UTRAN
UMTS Terrestrial Radio Access Network

WCDMA
Wideband Code Division Multiple Access

WDS
Wideband Distribution System

WI
Work Item

4 Definition of WDS in FDD UTRAN

4.1 Introduction

UTRAN FDD Base Stations can sometime include Ancillary Equipment like masthead amplifiers or remote radio heads, that may add flexibility and reduce the cost of installation. These solutions are embedded in BS as ancillary RF amplifiers and are therefore seen as integral part of it in a single-vendor deployment scenario. 

In order to improve flexibility of radio access network solution, a new type of standalone equipment, called Wideband Distribution System (WDS), is proposed here. The WDSs are, altogether similar devices, capable of remotisation of BS RF interface, offering flexible and multiple RF interface to one or more BS or sub-equipped BS. The so-defined WDS shall include one or multiple RF front-ends, RF transmission and interfaces capable of supporting one or multiple BS. WDS may be designed to operate in any full UTRA FDD paired or TDD bands according to regional requirements.

Similar definitions are possible in TDD scenarios and may be considered as part of further work, and the analysis of the TS 25.105 UTRA (BS) TDD specification has not highlighted any parameters that suggest WDS would not comply in a TDD environment. The degree of performance impact shall be assessed in this document to understand the effect on multi-carrier WCDMA signals in order to maintain compliance to the relevant standard in the coverage area. The test and simulation scenarios in this report are made with the assumption that there is no impact from any passive distribution system. Therefore the results are of an ideal nature and may need to be adjusted to suit the class of base station utilised for deployment.

4.2 WDS Architecture

[image: image1.png]K ey



The key attribute of WDS is its capability to enable the radio interface of a number of BS to be remote, and hence to support a distributed multi-carrier and multi-operator network. The WDS is in general an active device and includes, but is not limited to, one or multiple RF front-end (LNA, MCPA) and RF transmission interfaces capable of supporting one or multiple BS. Other ancillary functions may be included as required for best system integration. It also includes O&M facilities and interfaces in order to fulfil any supervision requirements. Figure 1 (a) shows the network configuration of the WDS, while (b) shows a RF scheme of the device.

(a)
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Figure 1
(a) Network Configuration with WDS
(b) WDS RF ports.

A WDS generally includes a number of functions that are required for correct operation. Those functions are listed and described in Table 1:

	Function Definition
	Function Description

	Centralised multi-operator RF interface
	It provides RF independent interfaces to multiple BSs belonging to different networks. It must include provisions such as RF isolation (>30dB), power threshold detectors, and ALC to prevent that any malfunctioning at one network may affect other networks. Transmit RF power at BS interface can be as low as a fraction of a Watt.

	Transmission 
	It provides the proper wideband link to a number of remotely placed sites that host suitable RF amplifiers and other devices (RF front-end).

	RF transmit MCPA
	It amplifies all available RF channels in the downlink direction, and therefore shall offer a suitable signal level in a multi-carrier scenario.

Power classes can be defined on a wide range, and amplifier technology shall accordingly change to maintain best efficiency.

	RF receive LNA
	It amplifies uplink signals before they are fed back to BS receivers. Its dimensioning is basic in order to optimise uplink dynamic range (NF, Intermods, Blocking).

	RF filtering/diplexing
	It provides a common TX/RX antenna connector at the remote site, and includes proper selectivity for achieving interference protection as required in the various deployment scenarios.

	Other functions
	Other functions shall be included if applicable, e.g. diversity and O&M.


Table 1
WDS functions breakdown.

4.3 WDS and Repeaters

A repeater is defined (TS25.106, V4.1.0) as a device that receives, amplifies and transmits the radiated or conducted RF carrier both in the downlink and in the uplink directions. The experience of GSM shows that repeaters are used to cover dark spots in the coverage area of the operator.

Because of the specific features and possibilities offered by the WDS, they cannot be considered as integral part of Node B; on the other hand they are very different from repeaters and cannot be classified as such. Specific technical details are now presented. The WDSs are physically connected to Node B according to capacity and coverage planning requirements, and they are meant for larger network portions than the repeaters. They are NOT used on simulcasting configuration, and therefore provide consistent and reliable performance as integral part of the access network, including minimisation of uncertainties in UE location. Because of the tight interface to Node B, WDSs have low or moderate RF gain. Therefore they do not need complex filtering techniques to provide control of in-band and out-of-band spurious emissions; additionally, WDSs allow for controlled and reliable performance in both single- and multi-vendor scenarios, leading to ease of planning. WDSs show quite large in-band Dynamic Range, in line with Node B performance and substantially larger than RF repeaters.

The above listed items show WDS's capability of supporting Node B performance, and their substantial difference from repeaters as the latter are stand-alone devices with little network integration and critical deployment parameters to be considered, e.g. donor and coverage antenna isolation, adjacent channel rejection, co-channel interference amplification. WDS are meant as radio interface remotisers for one or more dedicated Node B, while Repeaters are meant for filling gaps and extending the coverage of existing cells.

Moreover in the last RAN4 meeting in New Jersey, it was agreed that the WDS is a solution especially for micro/pico base stations, and that the positioning of the WDS in the 3GPP specifications should be hold as long as the TS in the pico/micro BS is not ready. This view was shared both by the operators and the OEMs. 

For all the above motivations, the WDS should be considered a standalone network element as long as the TS on the mico/pico BS is not ready, and then, based on that specification the standardisation of the WDS could be reconsidered.

4.4 Practical Deployment Examples of WDS

Two examples are given only for information and topology understanding purposes of practical deployment for WDS, with reference to previous functions listing in Table 1. Additional indications will require further study on a dedicated Technical Report on WDS Deployment Scenario.

4.3.1 In-building Deployment 

A standard layout is shown, where 2 centralised BS belonging to 2 different networks feed a WDS with 24 Remote Low Power RF Heads, with all RF channels distributed throughout the building (or part of it) in one single cell. The case could be easily expanded to a higher number of networks without affecting the concept.

In this deployment case the coverage antennas are often fed by means of a small passive distribution network, i.e. 5 to 20 metres coaxial cable and RF splitters/couplers, for maximum losses in the range of 10dB at UMTS frequencies. This loss adds up to the RF path loss. The number N of Remote Heads being conveyed on a single sector would increase UL NF by 10 Log N, and this will require further consideration in possible WDS specification and deployment scenarios.
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Figure 2
Example of in-building deployment of the WDS.

4.3.2 Outdoor Deployment for Small Cells

A possible layout is shown, where 2 centralised BS feed a WDS with 1 Remote RF Head, with dedicated RF channels to each of the small outdoor cells that may be possible with WDS. The case could be easily expanded to a higher number of networks without affecting the concept. In this deployment case receive diversity path has been added. Hence uplink time delay and RF gain inequality control must be considered as a possible requirement.
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Figure 3
Example of outdoor deployment of the WDS.

4.4 Benefits of WDS 

4.4.1 Technical and Deployment Aspects

Because of its very principle, WDS may bring technical and economical advantages as summarised here:

1. Possible BS and RNC co-location in centralised equipment locations allowing shared facilities, increased implementation flexibility and trunking efficiency.

2. Distributed RF wideband microcellular heads, with lower RF transmission power to cope with most stringent environmental compatibility and scalable traffic capacity requirements. 

3. Better and easier flexibility in network planning and upgrading, and on capacity and location systems implementation

4. Sharing opportunities, leading to cost reduction and reduced visual impact for cell sites with the added possibility of increased protection from co-channel and adjacent channel (intra-networks) interference

5. Faster and easier network rollout and maintenance in currently established transmission infrastructures

6. Enabling network manufacturers to ship base stations and other network elements more quickly

4.4.2 Standardisation Aspects

A standardisation process of WDS in the UMTS UTRA scenario is envisaged for:

1. Removing technical uncertainty risks from operators and preventing from integration surprises

2. Reducing the burden of additional responsibility for operators in defining their own specifications for WDS

3. Enabling fulfilment of EU recommendations on network sharing in specific scenarios by providing a common radio distribution solution 

5 RF Feasibility Study

5.1 RF Performance Discussion

Starting from [4], the RF feasibility study addresses the technical analysis of WDS performance based on its non-linear characteristics that may affect RF transmission through it, and derived as a function of a set of RF parameters at its interface with the BS. 

The following tables [4], may be useful to highlight why downlink behaviour is more critical than uplink. In fact we can observe from the columns of the Node B and the WDS that the Dynamic Range (DR) in the Downlink path is less than the one the in the uplink, therefore the downlink results more sensible to interference than the uplink. This is the primary justification for the simulation work that has been carried out.

Table 3 shows the delay that is introduced by the WDS when inserted between the Node B interface and the remote antenna connectors. The delay depends on the distance between the Node B and the connectors; the remoteness of the antennas is accomplished by means of a distribution system that introduces a delay of about 5 (sec./km, which is negligible with respect to the delays introduced by the network.

	
	BS on TS 25.104
	WDS
	Repeater on TS 25.106

	Transmit path (DL)
	116dB
	127dB
	109dB

	
	Measured as distance in dB between output power and background noise in 1Hz bandwidth for comparable output power levels in the three cases:

Po_Node B = 31dBm

Po_WDS = 32dBm 

Po_Rpt  = 30dBm

	Receive path

(UL)
	129dB
	143dB
	91dB

	
	Measured as distance in dB between input noise level in 1 Hz bandwidth and blocking level – BS, WDS and Repeaters are assumed with NF= 5dB


Table 2 - Dynamic Range Comparison

	
	BS interface
	WDS transmission
	WDS RF Head

	
	<<1 microSec
	5 microSec/Km*
	<<1microSec


Note *: length of physical transmission medium, velocity factor = 0.65

Table 3 - WDS Incremental Time Delay (worst case)

5.2 Downlink Parameters

5.2.1 Downlink Performance

Following measurements were made between RF antenna port at RF Head and ‘DL in’ connector at HUB site transmission equipment.

	Performance
	Results
	Unit
	Test conditions

	Link Gain
	48.0 (0.8
	[dB]
	

	OIP3
	50.5
	[dBm]
	Pout=20.6dBm\carrier F1=2110MHz

F2=2120MHz

IM3 at 2130MHz

	OIP3
	51.2
	[dBm]
	Pout=30.3dBm/carrier 

F1=2110MHz

F2=2120MHz

IM3 at 2130MHz

	P1dB
	41.4 
	[dBm]
	F=2110MHz

	Wideband Output Noise 
	-96.6
	[dBm/Hz]
	F=2110MHz

	Wideband Output Noise 
	-95.7
	[dBm/Hz]
	F=2170MHz 

	W-CDMA 

output power

 with one carrier
	32*
	[dBm]
	Test Model 1 (64)

ACLR = -45.2 @ 5MHz offset

ACLR = -56.3 @ 10MHz offset

	W-CDMA 

output power

 with two carriers
	25.4
	[dBm]
	Test Model 1 (64)

     ACLR = -45.4 @ 5MHz offset

ACLR = -51.2 @ 10MHz offset


Note *: output power was purposely increased to the very limit for ACLR, in order to stress any critical situation with heavy loading.

5.2.2 Simulation Program and Assumptions

The study is based on simulations carried out on a suitable simulation tool (software) that takes into account the non-linear parameters of a WDS and it is capable of simulating an equivalent stimulus for one or more WCDMA Base Stations. The non Linear parameters of WDS are defined based on currently and realistically available technologies. The simulation campaign was focussed on the downlink parameters which were highlighted as the primary concern for system feasibility. Many figures have been assessed, among them the ACLR was identified as the main area of focus both in the single and multi-carrier scenario. Other parameters of interest included spectrum emissions (Out of Band), the measurement of occupied bandwidth, the EVM, the PCDE and the spurious emissions.

5.2.3 Models of the WDS for the Simulations

Two models of the WDS were developed with the simulation software tool, aiming to reach simplicity with the first model and accuracy with the second. The test model 1 was used in order to have a rough esteem of the parameters of the WDS, and to double check the results obtained with test model 2, which is more complex but also more adherent to the real behaviour of the WDS. The following two subsections describe the two models.

5.2.3.1 Parameters of WDS Test Model 1

In order to carry out initial simulations and attain RF parameters, a realistic WDS system model (Test model 1) was created with the software simulation tool for single carrier scenarios. The model assumed the connection to a compliant BS as supplied in the software package. The WDS is modelled as a non linear amplifier with the attributes reported in the tables below. The figures are based on those attainable with current technology. Between the models of the node B and the WDS an attenuator was inserted in order to achieve the desired WDS input power. 

	WDS Device Parameters
	

	Gain
	22dB

	Noise Figure
	51dB

	Output1dB Compression Point
	41.5dBm


In the first stage of the simulation campaign, based on the test model 1, two settings were considered:

· In the first simulation the BS model was set with a constant gain of 20dB, whilst attenuation of 25.36dB was inserted in order to attain an input level of –2dBm to the WDS, thus achieving system output power of  20dBm. 

· In the second simulation the BS model was set with a constant gain of 20dB, whilst attenuation of 12dB was inserted in order to attain an input level of 11dBm to the WDS, thus achieving system output power of  33dBm.

See the testbed in Figure 4 below. 

These simulations were used to evaluate the ACLR at the output of the WDS.
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Figure 4
Test model 1 of the WDS

5.2.3.2 Parameters of WDS Test Model 2

A more complex model (Test Model 2) was then created in order to individually model the non-linearity of each component and reflect values found from actual measurements on real world devices.

All simulations carried out with test model 2 were done under the condition of WDS output power equal to 43 dBm.

The simulations were focussed mainly on the ACLR: the influence of the WDS on the ACLR was investigated by varying the ACLR at the input of the WDS, and calculating the correspondent value at the output port. Other parameters that were investigated were the EVM, the PCDE, the spectrum emission mask and the occupied bandwidth.

The BS model is taken from the simulation package, it is an ideal BS with constant gain equal to 20 dB. Attached to it, there is an attenuator, whose gain is modulated in order to give a signal level of +8dBm to the WDS model.

The WDS model is made of two blocks:

1. a transmission system, which is an attenuator whose figures are reported in tables 4 and 5. This element emulates the behaviour of the transmission part of the WDS.

2. A Multi-Carrier Power Amplifier: that is itself made of two elements, an ideal amplifier and a measured amplifier. The MCPA models how the WDS achieves the desired output signal level with minimum signal degradation. The ideal amplifier is needed in order to equalise the attenuation due to the transmission unit. The measured amplifier models how the output signal level is achieved. The characteristics of the measured amplifier are in table 6.

The model block is shown below in Figure 5.
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Figure 5
Test model 2 of the WDS.

BS - Ideal BS with gain 20dB

Attenuation -Set for input power to transmission system of +8dBm

Transmission - Characterised as shown in table below:

	Parameter
	Value

	RIn
	50

	Rout
	50

	Rtemp
	default

	Gain
	(-38dB) / 180 degrees

	Noise Figure
	43

	GC Type
	Gain compression data points v input power

	TOIout
	n/a

	dBc1out
	n/a

	Psat
	n/a

	GCSat
	n/a

	Gcomp
	see table 5


Table 4: Characteristics of the transmission unit of the WDS model.

	Input Power (dBm)
	Gain Change (dB)
	Phase Change (degrees)

	21,5
	0
	0

	21,6
	0,1
	-1

	22,1
	0,1
	-2

	22,7
	-0,5
	-3

	23,25
	-0,2
	-4

	23,8
	-0,4
	-5

	24,3
	-0,6
	-6

	24,8
	-0,8
	-7

	25,3
	-1
	-8

	25,7
	-1,2
	-9

	26,2
	-1,4
	-10


Table 5: Gain profile of the complex gain of the transmission unit of the WDS.

MCPA – It consists of an ideal amplifier and a measured amplifier. This would be a realistic model of how the required output levels may be achieved with minimum signal degradation

	WDS Device Parameters
	

	Gain
	35dB

	Noise Figure
	51dB

	Output1dB Compression Point(*)
	57.4dBm


Table 6: Characteristics of the MCPA that emulates the WDS device

(*) The 1dB compression point was arrived at by measurement of a Class A linearised amplifier with gain of 35 on a network analyser. The output was found to reach 1dB compression for an input power of 22.4dBm, therefore the 1dBc point was defined in the model at 57.4dBm.
5.2.4 Definition of RF Power Levels

In order to simulate the overall system performance, the WDS RF transmit power levels utilised in the simulation were focussed mainly on the higher output power level (43dBm) specified in TS25.104. Some tests were carried out at the lower power levels of 20dBm and 33dBm in order to give an indication of likely performance with the yet undefined lower power BS classes. 

5.2.5 Simulation Results

5.2.5.1 Adjacent Channel Leakage Ratio 

The simulations are carried out over a range of ACLR levels in order to assess the degradation attributable to the inclusion of a WDS and to attain the minimum ACLR input values to achieve the current specified output levels according to TS 25.104. The performance of the BS was adjusted in order to achieve the range of ACLR figures around the specification levels. This enabled the ACLR figures to be varied whilst the output power remained constant. The simulations were first taken without connecting WDS in order to attain the Input ACLR, and then repeated with WDS connected in order to attain the Output ACLR figures.

5.2.5.1.1 WDS with Output Power of 20 dBm

The BS model was set with a constant gain of 20dB, whilst attenuation of 25.36dB was inserted in order to attain an input level of –2dBm to the WDS, thus achieving a system output power of 20dBm. Test Model 1 was used for this simulation. Graphs 4 – 7 show the results found.
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Figure 7
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Figure 8
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Figure 9

5.2.5.1.2 WDS with Output Power of 33 dBm

The test model 1 of the WDS was used for this set of simulations. The BS model was set with a constant gain of 20dB, whilst attenuation was decreased to 12dB in order to increase the input level to the WDS to 11dBm, thus achieving system output power of  33dBm. Graphs 8 - 11 show the results found.
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Figure 10
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Figure 11
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Figure 12
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Figure 13

5.2.5.1.3 WDS with Output Power of 43 dBm

Test Model 2 of the WDS was utilised for this scenario, with different parameters related to a higher power WDS. Input ACLR was varied by means of adjustment of the performance of the BS in the same manner as in the previous set-up.

The results found are shown in figures 14 – 17 below.
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Figure 14
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Figure 15
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Figure 16
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Figure 17

5.2.5.2 Measurement of Occupied Bandwidth
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The test model 2 of WDS was used to measure the occupied bandwidth resulting from the inclusion of the WDS. The occupied bandwidth containing 99.5% of the integrated transmitted power (43dBm) was measured at 3.855MHz (see figure 19).

Figure 19
Measurement of the occupied bandwidth.

Results from Figure 19 are in reported in the table below:

	Lower Side %
	Upper Side %
	Occupied Bandwidth (MHz)
	Total Power (dBm)

	0.242
	0.241
	3.855
	43.237


5.2.5.3 Spectrum Emission Mask (Out of Band Emissions)

The out of band emissions were measured as specified in TS25.141 for a single carrier scenario with output power of 43dBm and using WDS model 2. The result found is shown in figure 19 along with the relevant mask for Power Out greater than or equal to 43dBm (reference TS25.141 6.2.5.1).

[image: image33.wmf] 

2128

 

2129

 

2130

 

2131

 

2132

 

2133

 

2134

 

2135

 

2136

 

2137

 

2138

 

2139

 

2140

 

2141

 

2142

 

2143

 

2144

 

2145

 

2146

 

2147

 

2148

 

2149

 

2150

 

2151

 

2152

 

2127

 

2153

 

-

85

 

-

80

 

-

75

 

-

70

 

-

65

 

-

60

 

-

55

 

-

50

 

-

45

 

-

40

 

-

35

 

-

30

 

-

25

 

-

20

 

-

15

 

-

10

 

-

5

 

-

90

 

0

 

Frequency (M

Hz)

 

dBm

 


Figure 19
Measurement of the spectrum emission and relevant mask.

5.2.6 Error Vector Magnitude

5.2.6.1 Software Simulations of the Error Vector Magnitude

This simulation aimed to determine the EVM introduced by the WDS. The EVM is the measure of the difference between the reference waveform and the measured waveform. This difference is called error vector. The EMV result is defined as the square root of the ratio of the mean error vector power to the mean reference power expressed as a % [3]. The error vector measurement is defined in section 6.8.2 of [6]. The EVM will be used in section 5.2.6.3 for the measurement of the peak code domain error (PCDE). The measurement was performed as follows:

1. the test model 3 source includes 16/32 DPCH channels, one PICH channel, one CPICH channel and one PCCPCH_SCH channel. The spreading factor for DPCH channel is 256;

2. the error vector was split into a real part and an imaginary par, that were stored separately;

3. the average voltage of the reference was also stored;

4. the simulation was made for one time slot.

The simulation was carried out twice: once in a scenario without the WDS (fig. 20), were the node B was directly connected to the antenna connector. In the second simulation run the WDS was introduced between the Node B and the (remote) antenna connector (fig. 21). In both case the EVM was measured at the antenna connector in order to evaluate the influence of the WDS. The EVM was evaluated on the downlink, and test model 2 was used to emulate the WDS. The test model 3 defined in section 6.8.2 of [6] was provided by the simulation tool.
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Figure 20
Testbed for the measurement of the EVM without WDS.
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Figure 21
Testbed with the WDS.

The simulations showed that the WDS has no impact on the EVM at all. As a matter of fact the EVM resulted equal to 0.12% in both simulations. In [3] it is stated that the EVM shall be less than 17.5%, therefore the presence of the WDS does not have any noticeable effect on the system.

5.2.6.2 Measurement of EVM

Some laboratory measurements on a prototype, revealed that the influence of the WDS on the EVM is very low. All measurements were carried out in test model 4 defined in [3]. A signal centred on 2.11 GHz was tested at different channel power levels. The outcomes of the measurements are in the table below:

	Pout dBm
	EVM RMS %
	EVM Peak %

	9.94
	1.12
	2.29

	14.47
	1.51
	3.22

	17.32
	1.73
	5.29


As we can see from the above results, the EVM is well below the minimum requirements specified in § 6.8.2 of [6].

DL TEST:

1 carrier WCDMA: Test-bench with Test Model 4 in Vector Analyzer Mode; Pout = 9.94 dBm
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1 carrier WCDMA: Pout=14dBm (nominal output power), in Analyzer Mode
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1 carrier WCDMA: Pout=17dBm in Analyzer Mode (power @ ACLR limit with Test model 4)
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5.2.6.3 Peak Code Domain Error

The PCDE is computed by projecting the error vector (simulated in 5.2.6.1) onto the code domain at a specific spreading factor. The code domain error for every code in the domain is defined as the ratio of the mean power of the projection, to the mean power of the composite reference waveform. The ratio is expressed in dB. The PCDE is defined as the maximum value for the code domain error for all codes. The measurement interval is one time slot in the C-PICH (when present), otherwise the measurement interval is one time slot starting with the beginning of the SCH [3].

The source test model 3 (defined in [3]) was used for this simulation as suggested in the specification. The measurement of the PCDE was carried out in two steps:

1. the error vector calculated in 5.2.6.1 was stored into two files, which respectively represent the real part and the imaginary part. The power of the reference signal was stored into a third file;

2. using the above files the measure of the PCDE was done according to the guidelines reported in section 6.8.2 of [6].

Figure 22 shows the outcome of the simulation in the setup with the WDS. The graph of the outcome of the simulation without WDS is not reported because very similar to the previous one, therefore it would bring very little additional information. It could be easily foreseen that the results of the two simulation runs will be statistically identical, because in section 5.2.6.1 it was found out that the WDS has no influence on the error vector, and the PCDE calculations have the results of the EVM’s simulations as input. The outcomes of the PCDE’s simulations confirm this hypothesis. Numerically the PCDE was evaluated equal to –126 dB, this value respects the minimum requirement defined in subsection 6.8.3.1 of [6], where it is stated that the PCDE shall not exceed –33 dB at a spreading factor 256.
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Figure 22
PCDE with the WDS.

5.2.7 Spurious Emissions

Spurious emissions are emissions which are caused by unwanted transmitter effects such as harmonics emission, parasitic emission, intermodulation products and frequency conversion products, but exclude out of band emissions. This is measured at the remote antenna connector in presence of the WDS.

The requirement applies at frequencies within the specified frequency ranges, which are more than 12.5 MHz under the first carrier frequency used or more than 12.5 MHz above the last carrier frequency used.

We measuerd the power level of the signal’s third armonic, and we obtained a value of –62 dBm in the 1 MHz Band. This value is well below the one specified in subsection 6.5.3.4.2.1 of [6], which is

	Fc2 + 60 MHz or 2 180 MHz

Whichever is the lower

(
12,75 GHz
	-30 dBm
	1 MHz
	Bandwidth as in ITU-R SM.329-8, subclause 4.1. Upper frequency as in ITU-R SM.329-8, subclause 2.5, Table 1

	Fc2:
Center frequency of last carrier frequency used.


5.2.8 ACLR in a Multi-carrier Environment

In order to assess the impact of a multi-operator environment where multiple BS’s were connected to a WDS, a test simulation was carried out with two BS’s, transmitting on adjacent carrier frequencies, and connected to WDS Test Model 2. In this scenario the ACLR was measured. The test setup is shown in Figure 23 below.
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Figure 23
Test setup for multi-operator ACLR.

The gain of the test set-up shown resulted in output power of 23dBm per channel.

The ACLR figures shown below were measured as specified in [3] for multi-carrier tests. The first test assesses the network performance without the WDS, and it utilises the test bed shown in figure 23 with dotted direct connection between the combiner and the measurement equipment. This measurement gives therefore an indication of a multicarrier scenario without the added performance impact which WDS introduces.

Test 2 (as shown in figure 23) was the same in all ways to Test 1 but with the WDS Test Model 2 included in order to record its performance impact. Only two measurement points were simulated due to extremely long simulation runs.

The results are shown in table 7 below. 

	ACLR offset
	+10 MHz
	+5MHz
	-5MHz
	-10MHz

	
	A
	B
	A
	B
	A
	B
	A
	B

	BS Direct connection
	64.24
	53.40
	54.81
	45.72
	54.80
	45.91
	64.42
	54.01

	With WDS
	64.09
	50.05
	54.54
	43.13
	54.43
	43.80
	64.07
	50.10


Table 7
Results for multicarrier ACLR

The BS output ACLR in the example [columns A] is that of a very high quality signal and it can be seen that the impact of WDS on this signal is minimal, whilst [columns B] reflects a TS 25.104 compliant BS and the impact of WDS is clearly visible. Simulation results show that the ACLR in the multi-carrier scenario is similar to the single-carrier scenario.

5.2.9 Simulation Summary

The simulation programme and hence the results set out to demonstrate two specific areas of interest:

1. The range of input levels available to a system which would feed a WDS system and its relationship to current specifications.

2. The margin required with the introduction of WDS over a number of output power classes.

5.2.9.1 ACLR

It was found that a 3dB margin is typically required to accommodate the effects of the inclusion of a WDS to an existing Base Station set-up. There is a minor difference in performance which is dependent on WDS input signal level. With low input power signal levels, as demonstrated in the example with 20dBm output power, the ACLR at +/- 10MHz becomes “non-linear” at high ACLR input levels. This effect is due to the closer proximity of the input signal level to the noise floor. A similar effect is evident for higher input power levels although this is found on the +/-5MHz area as the signal levels are subjected to WDS amplifier non-linearity. 

Two simulation runs were carried out to understand the impact of multi-carrier operation. The results indicated that for two carriers, each with output power of 23dBm, the impact on ACLR is similar to that seen with a single carrier.

5.2.9.2 Occupied Bandwidth (Out of Band Emissions)

Single carrier testing with WDS output power of 43dBm shows that there is negligible impact on the occupied bandwidth or output emissions due to the inclusion of WDS.

5.2.9.3 EVM and PCDE

The simulations revealed that the WDS has no effect on the EVM and PCDE.

5.2.9.4 Spurious Emissions

The values measured at the remote antenna connector respected the minimum requirements defined in [6].

5.2.10 Conclusions

The simulations results show the impact of WDS from an RF perspective on most critical downlink parameters, with certain requirements at BS interface point. Any effect can be measured over a range of different power classes and implementation scenarios in order to define the interface conditions required to satisfy the relevant specification. Simulations have been limited to downlink parameters because of the utmost importance and higher criticality of this area. The uplink parameters will be evaluated in subsection 5.3. Reference [4] and RF performance discussion at 6.1 show that uplink parameters are less critical for WDS, when the utilised technologies are of the same kind in downlink and uplink. ACLR testing has demonstrated that a 3dB margin is desirable to account for WDS inclusion in a system. Further work may be required to verify the recommended margin consistency for the remaining uplink parameters (e.g. Noise Figure, Blocking, and Intermodulation) and downlink parameters (e.g. Modulation Accuracy, Frequency Stability and Accuracy, Output Power Stability and Accuracy) for all scenarios, particularly in the multi-carrier case. Out of band spurious emissions in any applicable environment are driven by the RF filtering on WDS; this will be designed to suit any of the regional requirements. EVM, PCDE and spurious emissions were only slightly affected by the insertion of the WDS.

5.3 Uplink Parameters

5.3.1 Uplink Performance

Following measurements were made between RF antenna port at RF Head and ‘UL out’ connector at HUB site transmission equipment.

	Performance
	Results
	Unit
	Test Conditions

	Link Gain
	43.5(0.5
	[dB]
	Pout=-7.7dBm/carrier 

F1=1940MHz

F2=1950MHz

IM3 at 1960MHz

	OIP3
	28
	[dBm]
	F=1950MHz

	P1dB(in)
	-25.3
	[dBm]
	F=1950MHz

	P1dB(out)
	18.2
	[dBm]
	F=1950MHz

G=43.8dB

	Wideband 

Output Noise
	-124.6
	[dBm/Hz]
	

	Noise Figure
	5.6
	[dB]
	F2=1980MHz

G=43.1dB

	Wideband 

Output Noise
	-124.1
	[dBm/Hz]
	

	Noise Figure
	6.8
	[dB]
	F3=1920MHz

G=43.8dB

	Wideband 

Output Noise 
	-124.6
	[dBm/Hz]
	

	Noise Figure
	5.6
	[dB]
	


5.3.2 Reference Sensitivity Level

The reference sensitivity is the minimum receiver input power measured at the antenna connector at which the BER does not exceed the specific value indicated in [3]. 

	Noise at the Node B connector to WDS (dBm/Hz)
	System’s sensitivity (dBm)

	-169
	-124,6

	-165
	-122,4

	-162
	-119,7

	-159
	-114,9

	-149
	-104,9


Sensibility of the chain Node B + WDS for speech services.

The BS reference sensitivity level defined in [3] is:

BS reference sensitivity levels

	Data rate
	BS reference sensitivity level (dBm)
	FER/BER

	12,2 kbps
	-121 dBm
	BER shall not exceed 0,001

	NOTE:
Should only be specified for a measurement channel.


From the figures we see that as long as the spectral density of the noise at the Node B connection to the WDS remains below –162 dBm/Hz, the sensitivity respects the minimum requirements.

5.3.3 Error Vector Magnitude

UL Test: Output power at ACLR limit (Test Model 4), in Vector Analyzer Mode

This measure was done in order to estimate the EVM in the uplink, therefore we are examining the EVM of a channel received from the WDS. Again the EVM was measured using the test model 4 defined in [3]. From the figure we evict that 

	Channel Power dBm
	EVM RMS %
	EVM Peak %

	-5.36
	1.32
	4.83
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6 Network Performance Evaluation

6.1 End to End System Simulations

The potential impact on network performance and QoS connected to the deployment of WDS were assessed by means of end to end system simulations. These simulations are not intended to replace or supersede any other similar simulations that are included in other WG4 works. All information reported in this section is only presented for information.

6.2 Simulation Scenarios and Parameters

The simulations were set out to investigate whether there were impacts to the overall network performance as a result of the inclusion of a WDS.

The network performance was assessed from a comparative perspective, with and without WDS, by performing simulations in a number of scenarios relevant to the key attributes of the WDS system. The main point of focus was the network performance impact when operator site sharing, enabled by WDS, was simulated.

Unless otherwise stated the simulations were carried out for two types of traffic:

1. UE at pedestrian velocity of 3Km/h with a data rate of 12.2 kb/s.

2. UE at vehicular velocity of 50 Km/h with a data rate of 12.2 kb/s

6.3 End to End Simulations Detail

6.3.1 Scenarios

The simulated scenarios are summarised in table 8, containing the main parameters and their default values, and in table 9, which shows the different operator configurations that we considered in the simulations. When two operators are considered, unless otherwise stated, we assume that they are equally loaded.

Due to the structure of the simulation tool, the offered traffic values reported in table 8 refers to a single traffic direction, either mobile originated calls or mobile terminated calls. The total traffic in the cell is therefore twice this value; e.g. when 5 Erl/cell/operator are considered, we have 5 Erl/cell/operator of mobile originated traffic and 5 Erl/cell/operator of mobile terminated traffic, and the total traffic in the cell is therefore 10 Erl.

	Table 8: Simulation campaign scenario and parameters



	Version
	macrocells
	microcells

	Cellular layout
	Hexagonal (omnidirectional BS antennas)
	Hexagonal (omnidirectional BS antennas)

	Cell radius
	500 m
	250 m

	Propagation law
	AdB = 128.1 + 37.6 log10(dKm) [2]
( = 10 dB
	AdB = 128.1 + 37.6 log10(dKm) [2]
( = 10 dB

	Mean user velocity
	3 Km/h (pedestrian)
50 Km/h (vehicular)
	3 Km/h (pedestrian)
50 Km/h (vehicular)

	Offered traffic
	5, 12 Erl/cell (uniform) (for each operator)
	3 Erl/cell (uniform) (for each operator)

	Bit rate
	12.2 Kb/s
	12.2 Kb/s

	DL Tx power
	30 ( 43 dBm
	20 ( 33 dBm

	Eb/N0 target

	11.9 dB (UL) / 10.0 dB (DL) (pedestrian)
4 dB (UL) / 7 dB (DL) (pedestrian)
9.6 dB (UL) / 11.6 dB (DL) (vehicular)
	11.9 dB (UL) / 10.0 dB (DL) (pedestrian)
4 dB (UL) / 7 dB (DL) (pedestrian)
9.6 dB (UL) / 11.6 dB (DL) (vehicular)

	Noise rise threshold (see Section 6.3.2)
	
30 dB
	
30 dB

	ACS
	45 dB (UL) / 33 dB (DL)
	45 dB (UL) / 33 dB (DL)

	ACLR
	33 dB (UL) / 45 dB (DL)
	33 dB (UL) / 45 dB (DL)


	Table 9: Operator configurations



	Simulation
	Operator configuration
	WDS

	1
	Two operators with microcells only, shared sites, pedestrian traffic
	YES

	2
	Two operators with microcells only, shared sites; reduced DL power
	YES

	3
	Two operators with microcells only, shared sites; reduced terminal Rx sensitivity
	YES

	4
	Two operators with mixed cellular layout.
	YES

	5
	Two operators with microcells only, shared sites, vehicular traffic
	NO/YES

	6
	Two operators with mixed cellular layout; Vehicular Traffic
	YES

	7
	Simulations in Indoor Environment
	NO/YES


As shown in table 9, we simulated two operators with two options for what concerns the cellular layout: the operators can share sites or they can have individually planned networks. If the networks are non-shared, we chose the worst case, corresponding to have the base stations of one operator in the corner between cells of the other operator (see figure 24): in this case, the minimum distance between two base stations of the two operators is maximum, and equal to the cell radius.
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Figure 24
Two operators with non-shared base stations: each base station is spaced from a base station of the other operator by a distance equal to the cell radius (worst case)

6.3.2 Definitions

The following definitions apply:

· Blocked call: a call originated by or terminated to a user within the coverage area that can’t be initiated for any reason (essentially, for link budget constraints or for lack of available codes);

· Dropped call: a call that is interrupted for any reason before reaching completion;

· Unsatisfied user: a user is unsatisfied when the power control algorithm requires an increase in transmitted power that can’t be allowed; the simulator distinguishes unsatisfied user in UL and DL;

· Soft Hand-over: a user is in condition of Soft Hand-Over (SHO) when it is simultaneously communicating with more than one base station;

· Noise rise: the perceived increase of noise power due to interference. It is defined as:
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where N is the received thermal noise. Considering that the total interference can be expressed as:


Itot = Iint + Iext + Iother
(2)

where Iint is the internal interference (i.e. the interference due to other users in the same cell as the considered users), Iext is the external interference (i.e. the interference originated within other cells of the same operator) and Iother is the other operator interference (i.e. the interference due to users of other operator(s) using adjacent UMTS carrier(s)), we may identify three components of the noise rise, namely:
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From these definitions it is evident that the total noise rise can’t be computed by the sum of the three components in linear units, i.e. Rtot is not equal to 
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In the current simulation campaign the call admission control is based on the noise rise evaluated in the UL: a new call is accepted only if the current noise rise is below the threshold.

6.3.3 Output Parameters

The main output parameters are:

· the number of unsatisfied users (unsatisfied users are defined as users requiring an increase of Tx power which cannot be allowed by the power control): the results are given for UL and DL separately and on a cell by cell basis;

· blocked calls and dropped calls: global result for all cells, distinguishing whether the blocking/dropping is caused for violation of UL or DL constraints;

· the average number of users connected to each base station;

· the fraction of users in SHO, on a cell by cell basis;

· the perceived noise rise in the UL on a cell by cell basis, and in some cases the three components defined in formulas (3), (4), and (5).
6.4 Scenario 1: two Operators, Microcells only

6.4.1 Cell Radius 250 m, Eb/N0 11.9 dB (UL), 10 dB (DL); pedestrian Traffic.

These simulations refer to two operators with microcells only. The inputs are summarised in table 8 below. We note that the offered traffic is 3 Erl/cell.

	Table 10: Summary of inputs (2 operators, microcells)

	Parameter
	Value

	Cell radius (m)
	250

	Mean user velocity (Km/h)
	3

	Offered traffic (Erl/cell)
	3

	Bit rate (kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)

	Maximum DL transmit power (dBm)
	33


We summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in Table 11.

	Table 11: Global output results (2 operators, microcells, radius 250 metres)

	Parameter
	Shared sites

	Blocking probability (%)
	3.29

	Dropping probability (UL) (%)
	0

	Dropping probability (DL) (%)
	0

	Unsatisfied Users (UL) (%)
	0.23

	Unsatisfied Users (DL) (%)
	0.001

	Users in SHO (%)
	37.63

	Users per cell
	7.92

	Noise rise (dB)
	13.77


By looking at the above values we observe that no user is dropped and a negligible fraction of them is unsatisfied during the call. The blocking probability is just above 3%, while the noise rise is well below the 30 dB threshold. The number of users per cell is slightly less than 8.

6.4.2 Cell Radius 250 m, Eb/N0 11.9 dB (UL), 10 dB (DL), reduced DL Power; pedestrian Traffic

These simulations refer to two operators with microcells only. With respect to the previous simulations we reduced the maximum DL transmit power to 30, 27, and 20 dBm instead of 33 dBm. The inputs are summarised in table 12 below.

	Table 12: Summary of inputs (2 operators, microcells)

	Parameter
	Value

	Cell radius (m)
	250

	Mean user velocity (Km/h)
	3

	Offered traffic (Erl/cell)
	3

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)

	Maximum DL transmit power (dBm)
	33 / 30 / 27 / 20


All other parameters are the same used in previous sub-section; the base stations are co-located by means of WDS. From the outcomes of the simulations (table 13) we observe that the number of unsatisfied users in UL is rather insensitive to the maximum DL Tx power, as one could expect; only the lowest value of 20 dBm exhibits a slightly degraded performance. An altogether different situation occurs in DL, we observe that when the maximum DL power decreases from 33 to 30 dBm, the performance are only slightly degraded; a stronger degradation appears when the maximum DL power decreases to 27 dBm, while for 20 dBm about 50% of users (and over 60% in some cells) are unsatisfied in downlink, and this result is clearly unacceptable. The reason for this is to be sought in the small transmit power allocated to the base stations. Many users require an increase of transmit power but this cannot be allowed due to the maximum power constraint. Therefore, the allocated power is not sufficient to serve cells with 250 m radius, and cell radius shall be decreased if this low power is to be used. We will show the corresponding results in the next sub-section.

Finally, we summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 13. From the table we may also observe that the contribution to noise rise of the other operator is negligible, while the external noise rise is about 1 to 3 dB lower than the internal one.

	Table 13: Global output results (2 operators, microcells, radius 250 metres)

	Parameter
	Value

	Maximum DL Tx power (dBm)
	20
	27
	30
	33

	Offered traffic (Erl/cell)
	3
	3
	3
	3

	Blocking probability (%)
	2.69
	2.26
	3.02
	3.02

	Dropping probability (UL) (%)
	0
	0
	0
	0

	Dropping probability (DL) (%)
	0.02
	0
	0.08
	0

	Unsatisfied Users (UL) (%)
	0.36
	0.20
	0.23
	0.23

	Unsatisfied Users (DL) (%)
	48.63
	9.46
	1.03
	0.0004

	Users in SHO (%)
	16.93
	36.68
	36.70
	38.32

	Users per cell
	6.44
	7.95
	7.82
	7.99

	Noise rise (dB)
	13.35
	12.65
	14.72
	13.84

	Internal noise rise (dB)
	10.74
	10.69
	12.37
	11.67

	External noise rise (dB)
	9.44
	7.84
	9.71
	9.05

	Other operator noise rise (dB)
	0.23
	0.18
	1.64
	0.27


6.4.3 Cell Radius 100 m, Eb/N0 11.9 dB (UL), 10 dB (DL), reduced DL Power; pedestrian Traffic

Following the reasoning of the previous sub-section, we reduced the cell radius from 250 m to 100 m, trying the lowest DL power value (20 dBm). The offered traffic was kept equal to 3 Erl/cell, which implies that the average load per cell is constant; on the other hand, this corresponds to a geographical traffic density 6.25 times higher when expressed in Erl/Km2. All other parameters, as well as the propagation model, are the same than in the previous sub-section. The inputs are summarised in table 14 below.

	Table 14: Summary of inputs (2 operators, microcells)

	Parameter
	Value

	Cell radius (m)
	100

	Mean user velocity (Km/h)
	3

	Offered traffic (Erl/cell)
	3

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)

	Maximum DL transmit power (dBm)
	20


We summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 15.

	Table 15: Global output results (2 operators, microcells, radius 100 metres)

	Parameter
	Shared sites

	Blocking probability (%)
	7.54

	Dropping probability (UL) (%)
	0

	Dropping probability (DL) (%)
	0

	Unsatisfied Users (UL) (%)
	0.53

	Unsatisfied Users (DL) (%)
	0.006

	Users in SHO (%)
	38.98

	Users per cell
	7.79

	Noise rise (dB)
	24.61


The above values show that the system can satisfactorily work with a high traffic density and only 20 dBm of maximum DL transmit power. This can be achieved by means of very small cells.

We observe that no calls were dropped throughout the simulation while the fraction of unsatisfied users is well below 1% in both links; the somewhat high blocking probability is not so serious, and could be combated either by a further reduction of cell radius or by fine-tuning of parameters that determine call-blocking, such as the noise rise threshold.

6.4.4 Reduced Terminal Rx Sensitivity; pedestrian Traffic

We simulate the effect of the reduced UE RX sensitivity in case of two operators with microcells. We used two mobile terminal sensitivity values, i.e. –121 dBm (as required by the 3GPP specifications) and –119 dBm. The inputs are summarised in table 16.

	Table 16: Summary of inputs (2 operators, microcells)

	Parameter
	Value

	Cell radius (m)
	250

	Mean user velocity (Km/h)
	3

	Offered traffic (Erl/cell)
	3

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)

	Terminal Rx sensitivity (dBm)
	-121 or -119

	ACLR (dB)
	23 (UL) / 35 (DL)


We summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 17.

	Table 17: Global output results (2 operators, microcells, radius 250 metres)

	Parameter
	Value

	Rx sensitivity (dBm)
	-119
	-121

	Offered traffic (Erl/cell)
	3
	3

	Blocking probability (%)
	2.69
	3.02

	Dropping probability (UL) (%)
	0
	0

	Dropping probability (DL) (%)
	0.02
	0

	Unsatisfied Users (UL) (%)
	0.36
	0.23

	Unsatisfied Users (DL) (%)
	48.63
	0.0004

	Users in SHO (%)
	16.93
	38.32

	Users per cell
	6.44
	7.99

	Noise rise (dB)
	13.35
	13.84

	Internal noise rise (dB)
	10.74
	11.67

	External noise rise (dB)
	9.44
	9.05

	Other operator noise rise (dB)
	0.23
	0.27


The above values show that the system performance is strongly dependent on the Rx sensitivity: we note that the unsatisfied users in DL grow from a negligible value up to almost 50% of the total.

6.4.5 Two Operators with mixed cellular Layout; pedestrian Traffic

In this section we will change the regular cellular layout considered so far (fig. 24) by adopting a mixed cellular layout where a macrocellular base station has been removed, and replaced with 7 microcellular base stations as shown in figure 25 below. All sites are supposed co-located by means of WDS.
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Figure 25
Mixed cellular layout

There are only voice terminals (service bit rate 12.2 Kb/s) with two different offered traffic values: namely, 5 Erl/macrocell and 12 Erl/macrocell. The inputs are summarised in table 18 below.

	Table 18: Summary of inputs (2 operators, macrocells + microcells)

	Parameter
	Value

	Macrocell radius (m)
	500

	Mean user velocity (Km/h)
	3

	Offered traffic (Erl/macrocell
)
	5 or 12

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)


From the simulations it is evident that while the macrocells experience a performance degradation when the offered traffic increases, the microcells can well cope even with the higher traffic value.

Finally, we summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 19. Apart from the blocking and dropping probabilities, that are available only on a global basis, the other output parameters are reported separately for the macrocells and the microcells.

	Table 19: Global output results (2 operators, macrocells + microcells)

	Parameter
	Value

	Offered traffic (Erl/macrocell)
	5
	12

	Blocking probability (%)
	5.67
	47.87

	Dropping probability (UL) (%)
	0
	9.60

	Dropping probability (DL) (%)
	0
	1.26

	Cell type
	macro
	micro
	macro
	micro

	Unsatisfied Users (UL) (%)
	0.31
	0.03
	4.30
	0.007

	Unsatisfied Users (DL) (%)
	0.02
	0
	1.09
	0

	Users in SHO (%)
	36.11
	42.60
	34.13
	42.07

	Users per cell
	11.63
	2.41
	13.61
	4.23

	Noise rise (dB)
	15.93
	14.42
	30.11
	27.51

	Internal noise rise (dB)
	14.54
	8.26
	28.89
	21.06

	External noise rise (dB)
	10.21
	12.89
	23.34
	26.06

	Other operator noise rise (dB)
	0.41
	0.33
	2.52
	1.64


The above table suggests some considerations. First of all we note that when the traffic increases the blocking probability grows from about 5% up to almost 50%. This is actually in line with the results found for the system with macrocells only, with a somewhat lower blocking probability due to the introduction of the microcells (see table 20). The increment in blocking probability when the offered traffic grows from 5 to 12 Erl/macrocell is obviously due to the macrocells, which is confirmed by the number of users per cell. The macrocells exhibit a saturation and the number of users per cell increases only marginally, while the number of users actually carried by microcells increases by about 75%. The congestion status of macrocells is confirmed by the total noise rise, which is practically equal to the 30 dB threshold. The split of noise rise in its three contributions confirms that the presence of the second operator does not give a significant contribution to the overall noise rise. Furthermore, we observe that for both traffic values the internal noise rise is higher than the external one by about 4 or 5 dB in macrocells, while for microcells the opposite occurs. This results confirms the intuitive feeling that the interference generated by macrocells on microcells is more serious than the one in the opposite way.

	Table 20: Global output results (2 operators, macrocells, radius 500 metres)

	Parameter
	Non-shared sites
	Shared sites

	Offered traffic (Erl/cell)
	5
	12
	5
	12

	Blocking probability (%)
	7.89
	51.75
	8.38
	51.46

	Dropping probability (UL) (%)
	0
	12.17
	0.32
	11.62

	Dropping probability (DL) (%)
	0.43
	2.20
	0
	1.51

	Unsatisfied Users (UL) (%)
	0.35
	4.17
	0.57
	4.60

	Unsatisfied Users (DL) (%)
	0.13
	1.61
	0.01
	1.48

	Users in SHO (%)
	36.16
	33.57
	38.99
	33.41

	Users per cell
	11.45
	12.82
	11.65
	13.07

	Noise rise (dB)
	18.24
	30.02
	18.20
	30.13


6.4.6 Two Operators, Microcells only Cell Radius 250 m, Eb/N0 9.6 dB (UL), 11.6 dB (DL); vehicular Traffic

These simulations refer to two operators with microcells only. The sites of the two operators are co-located. The inputs are summarised in table 21 below.

	Table 21: Summary of inputs (2 operators, microcells)

	Parameter
	Value

	Cell radius (m)
	250

	Mean user velocity (Km/h)
	50

	Offered traffic (Erl/cell)
	3

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	9.6 (UL) / 11.6 (DL)


We summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 22.

	Table 22: Global output results (2 operators, microcells, radius 250 metres)

	Parameter
	Non-shared sites
	Shared sites

	Offered traffic (Erl/cell)
	3
	3

	Blocking probability (%)
	9.66
	7.85

	Dropping probability (UL) (%)
	0.02
	0.02

	Dropping probability (DL) (%)
	1.09
	1.07

	Unsatisfied Users (UL) (%)
	0.57
	0.52

	Unsatisfied Users (DL) (%)
	1.96
	1.78

	Users in SHO (%)
	25.59
	26.21

	Users per cell
	6.32
	6.48

	Noise rise (dB)
	16.97
	15.52

	Internal noise rise (dB)
	12.40
	11.53

	External noise rise (dB)
	13.86
	12.57

	Other operator noise rise (dB)
	2.93
	0.86


We may observe that with smaller cells the performance with and without site sharing tend to be similar, in spite of the difference in the other operator contribution to noise rise. The number of users per cell is close to 6.5, which corresponds to 26 users in an area corresponding to one macrocell of 500 m radius. This figure is more than double of the corresponding one for a single macrocell (slightly less than 11 users). The results confirm that the microcells allow to increase capacity also for vehicular users.

6.4.7 Two Operators with mixed cellular Layout; vehicular Traffic

In this section we will change the regular cellular layout considered so far (figure 24) adopting a mixed cellular layout where a macrocellular base station has been removed, and replaced with 7 microcellular base stations already used for pedestrian users (see fig. 25). All sites are supposed to be co-located by means of a WDS. There are only voice terminals (service bit rate 12.2 kb/s) with two different offered traffic values: namely, 5 Erl/macrocell and 12 Erl/macrocell. The inputs are summarised in table 23 below.

	Table 23: Summary of inputs (2 operators, macrocells + microcells)

	Parameter
	Value

	Macrocell radius (m)
	500

	Mean user velocity (Km/h)
	50

	Offered traffic (Erl/macrocell)
	5 or 12

	Bit rate (Kb/s)
	12.2

	Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)


From the simulations it was evident that while the macrocells experience a performance degradation when the offered traffic increases, the microcells can well cope even with the higher traffic value. We summarise the blocking and dropping probabilities, the fraction of unsatisfied users and of users in Soft Hand-over, the average number of users per cell and the average noise rise in table 24. Apart from the blocking and dropping probabilities, that are available only on a global basis, the other output parameters are reported separately for the macrocells and the microcells. From the simulations it is evident that while the macrocells experience a performance degradation when the offered traffic increases, the microcells can well cope even with the higher traffic value.

	Table 24: Global output results (2 operators, macrocells + microcells)

	Parameter
	Value

	Offered traffic (Erl/macrocell)
	5
	12

	Blocking probability (%)
	0.97
	35.20

	Dropping probability (UL) (%)
	0
	2.45

	Dropping probability (DL) (%)
	0.04
	6.83

	Cell type
	macro
	micro
	macro
	micro

	Unsatisfied Users (UL) (%)
	0.27
	0.12
	3.09
	0.3

	Unsatisfied Users (DL) (%)
	10.40
	0.07
	22.82
	1.14

	Users in SHO (%)
	24.20
	35.57
	14.34
	26.38

	Users per cell
	10.91
	2.32
	13.71
	3.27

	Noise rise (dB)
	10.47
	9.99
	27.25
	26.11

	Internal noise rise (dB)
	8.18
	4.99
	24.15
	17.05

	External noise rise (dB)
	7.41
	8.30
	23.97
	25.18

	Other operator noise rise (dB)
	0.21
	0.18
	2.29
	1.95


The above table suggests some considerations. First of all we note that when the traffic increases the blocking probability grows from about 1% up to 35%. This is actually in line with the results found for the system with macrocells only (table 25), with a somewhat lower blocking probability due to the introduction of the microcells. When comparing these results with those for slow terminals (see table 19) we note that both the blocking and the dropping probabilities are significantly smaller. This is due to the fact that the faster motion of terminals has an averaging effect on the link condition: hence, it is less likely that the link quality remains poor for a time sufficiently long to reject a new call or to drop an ongoing one. On the other hand, this implies that many users are unsatisfied (bearing in mind the respective Eb/N0 thresholds). The increment in blocking probability when the traffic increases from 5 to 12 Erl/macrocell is obviously due to the lower capacity (in terms of users per area unit) of the macrocells, which is confirmed by the number of users per cell. The split of noise rise in its three contributions confirms that the presence of the second operator does not give a significant contribution to the overall noise rise. Furthermore, we observe that for both traffic values the internal noise rise is higher than the external one in macrocells, while for microcells the opposite occurs: it is interesting to observe, however, that this difference is attenuated in the macrocells and it is increased in the microcells when terminals move faster. This results confirms the intuitive feeling that the interference generated by macrocells on microcells is more serious than the one in the opposite way.

	table 25: Global output results (2 operators, macrocells, radius 500 metres)

	Parameter
	Non-shared sites
	Shared sites

	Offered traffic (Erl/cell)
	5
	5

	Blocking probability (%)
	5.01
	4.06

	Dropping probability (UL) (%)
	0
	0

	Dropping probability (DL) (%)
	3.03
	0.25

	Unsatisfied Users (UL) (%)
	0.54
	0.44

	Unsatisfied Users (DL) (%)
	9.69
	13.72

	Users in SHO (%)
	24.32
	24.22

	Users per cell
	10.41
	10.73

	Noise rise (dB)
	13.59
	12.71

	Internal noise rise (dB)
	10.70
	9.93

	External noise rise (dB)
	9.93
	9.82

	Other operator noise rise (dB)
	2.78
	0.31


6.4.8 Simulations in Indoor Environment

These simulations aim to study the feasibility of 2 Mb/s communication with UMTS in a large indoor environment, such as an airport or railway station concourse or a shopping mall. We assume to have two WCDMA operators within the same building, each one with a base station; the operators may share the site or not. The building is composed of a single large room, which is supposed to be perfectly isolated, so that no interference comes from outside the building. The propagation environment is depicted in fig. 26.
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Figure 26
Indoor propagation environment

When the two operators share the site, this is placed at position labelled “1” in the above figures; in case of non-shared sites operator 1 has the BS in position “1” and operator 2 in position “2”. The traffic is due to voice terminals, to which we may add or not a 2 Mb/s data terminal. The 2 Mb/s stream is in the DL, while for the UL the terminal has a 144 Kb/s channel. The case with only voice terminal was studied for comparison purposes. Voice terminals are moving, while data terminals are stationary. The input parameters are summarised in table 26.

	Table 26: Summary of inputs (2 operators, indoor)

	Parameter
	Value

	Propagation area (m)
	30 x 24

	Maximum DL Tx power (dBm)
	5

	Propagation law
	Free space

	Noise rise threshold (dB)
	50

	Voice offered traffic (Erl/cell)
	5 or 12

	Mean voice user velocity (Km/h)
	3

	Voice bit rate (Kb/s)
	12.2

	Voice Eb/N0 target (dB)
	11.9 (UL) / 10 (DL)

	Data offered traffic (Erl/cell)
	0 or 1

	Mean data user velocity (Km/h)
	0

	Data bit rate (Kb/s)
	2000 (DL) / 144 (UL)

	Data Eb/N0 target (dB)
	2.1 (UL) / 1.6 (DL)


We chose a higher threshold for noise rise (50 dB instead of 30 dB) with respect to outdoor simulations because the system can cope with higher noise rise value considering that the terminals are always in line of sight and just a few metres distant from the BS: a tighter limit would entail unnecessary blocking. As we have only one cell per operator, the cell by cell graphs would not add much to the understanding of system behaviour, therefore we directly move to the aggregate results. Table 27 shows the results for voice only traffic: we don not show neither the users in Soft Hand-over nor the external noise rise, as we are dealing with single-cell systems: therefore both parameters would be equal to 0 in all cases.

	Table 27: Global output results (2 operators, indoor, voice only)

	Parameter
	Non-shared sites
	Shared sites

	Offered traffic (Erl/cell)
	5 (voice)
	12 (voice)
	5 (voice)
	12 (voice)

	Blocking probability (%)
	0
	30.04
	0
	28.54

	Dropping probability (UL) (%)
	0
	0
	0
	0

	Dropping probability (DL) (%)
	0
	0
	0
	0

	Unsatisfied Users (UL) (%)
	0
	0.78
	0
	1.25

	Unsatisfied Users (DL) (%)
	0
	0
	0
	0

	Users per cell
	9.36
	14.24
	9.36
	14.37

	Noise rise (dB)
	32.41
	45.01
	32.10
	46.90

	Internal noise rise (dB)
	32.40
	44.99
	32.10
	46.89

	Other operator noise rise (dB)
	4.03
	15.65
	2.95
	15


The results for the traffic mix voice + data are reported in table 28 below. In this case, we distinguish blocking and dropping probabilities for data users from those for voice users.

	Table 28: Global output results (2 operators, indoor, voice + 2 Mb/s data)

	Parameter
	Non-shared sites
	Shared sites

	Offered traffic (Erl/cell)
	5 (voice) +
1 (data)
	12 (voice) +
1 (data)
	5 (voice) +
1 (data)
	12 (voice) +
1 (data)

	Voice
	
	
	
	

	Blocking probability (%)
	0.66
	34.33
	0.66
	33.02

	Dropping probability (UL) (%)
	0
	0
	0
	0

	Dropping probability (DL) (%)
	0
	0
	0
	0

	Data
	
	
	
	

	Blocking probability (%)
	0
	1.67
	0
	0

	Dropping probability (UL) (%)
	0
	0
	0
	0

	Dropping probability (DL) (%)
	0
	0
	0
	0

	All users
	
	
	
	

	Unsatisfied Users (UL) (%)
	0.01
	2.45
	0
	2.59

	Unsatisfied Users (DL) (%)
	0.03
	0.89
	0.03
	0.78

	Users per cell
	10.14
	14.17
	10.14
	14.17

	Noise rise (dB)
	34.35
	50.71
	33.64
	51.03

	Internal noise rise (dB)
	34.35
	50.70
	33.63
	51.02

	Other operator noise rise (dB)
	5.66
	21.45
	3.89
	19.03


The above tables suggest some considerations. The analysis of the case with voice terminals only shows that the high threshold imposed on noise rise does not imply a significant degradation of the perceived user quality evaluated on the admitted users. Even with the higher traffic value, only about 1% of users are unsatisfied in the UL, and none at all in the DL; this good quality implies that no calls are dropped. We also note that the shared sites configuration allows a reduction of call blocking, at the cost of a slightly increased number of unsatisfied users. Considering that the quality is very good for all users while many new calls are blocked, one could further increase the noise rise threshold: this would lead to a lower blocking probability, obviously at the cost of a poorer quality due to the higher number of ongoing calls. As usual with mobile radio systems, the thresholds actually used are the outcome of a trade-off between capacity and quality. This is particularly evident with CDMA-based systems, which do not have a hard limit on capacity as with FDMA/TDMA systems. 

Other considerations ensue from the analysis of table 28, which shows the results for the voice + data traffic mix. Obviously, the introduction of a wideband user causes an increase in call blocking. We observe that a few voice calls are blocked even with the lower traffic value, while the voice call blocking increases by more than 4% with the higher load. Interestingly, we note that data calls experience very little blocking: actually, in only one case (12 Erl/cell, non-shared site) a single data call was blocked. Therefore, data users tend to occupy the spectral resource, causing a decrease in the capacity for what concerns voice calls. 

Looking at the results for 12 Erl/cell, we observe that even in this case, as with voice terminals only, the overall quality is quite good, as confirmed by the low fractions of unsatisfied users and by the fact that no calls are dropped. Therefore, a further increase of the noise rise threshold could reduce blocking probability, thereby increasing system capacity.

Comparing the two deployment policies, we may further observe that the shared sites are characterised by lower blocking probability for both user classes, while the unsatisfied user fractions are practically equal.

As a final remark, it is worth noting that the other operator does not give a significant contribution to the total noise rise in any case: the total noise rise is practically identical to the one evaluated in the reference cell.

6.5 Network Performance Simulation Summary

A number of scenarios have been assumed in the simulations in order to assess the implications on the overall QoS that result from the site sharing opportunities offered by a WDS. The simulations have also sought to demonstrate how the WDS can be utilised to enable greater network flexibility in terms of serving different practical scenarios. The findings are summarised in the following points:

1. the presence of two operators with equal offered traffic density and cellular layout (with equal cell radius) does not cause a significant loss of quality or of capacity with respect to the single operator case.

2. The presence of WDS, which allows to share sites among operators

a. It is not detrimental when the systems are scarcely loaded, while it tends to yield increasing benefits when the offered traffic increases.

b. It is more resilient to adjacent carrier interference even when the ACS and ACLR values are substantially reduced (e.g. due to hardware failures or malfunctioning).

3. Deploying microcells (made possible by the introduction of WDS) allows increasing system capacity. Traffic density, which leads a system to congestion, may be served by means of an appropriate reduction of cell radius.

4. The maximum DL power can be reduced (to as low as 20 dBm) while offering satisfactory quality, provided that the cell radius is adequately reduced in order to compensate for the decreased coverage.

5. The advantages of site sharing appear more clearly when user bit rates higher than the basic 12.2 Kb/s are considered.

6. The system can accommodate mixed services with satisfactory quality, although when the data services bit rate increases there may be problems with DL quality that can be overcome by adjusting DL power.

7. The analysis of mixed layout systems (composed of both macro-cells and micro-cells) confirms that microcells can carry a traffic density significantly higher than macro-cells in spite of the higher interference they receive from neighbouring macro-cells. In this case, when terminals move faster we observe generally lower blocking and dropping probabilities, at the cost of a higher fraction of unsatisfied users.

8. The analysis of an indoor system with two operators shows that it is possible to carry a 2 Mb/s user for each operator, even in presence of a traffic “floor” due to voice users. When the voice traffic increases it was found that more voice calls are blocked, while the performance for the 2 Mb/s data user remain optimal.

7 Operation & Maintenance

In order to identify any possible impact of a communication interface between WDS and other network elements R3-011933 [Ref. 2] and R5-010481 [Ref. 3] were discussed within RAN 3 and SA5 respectively. 

Either working group said that no impact was found on existing specs because of WDS, and it appeared that existing specifications don’t prevent possible network configuration including WDS. Detail outcomes are included in following sub-sections. 

7.1 WDS O&M Interface

The O&M interface for WDS may be required to provide operational status and alarm information to each Network Operator having access to the system, under a network-specific set of parameters, i.e. including:

· General information on common infrastructure available to all networks

· Network specific information (i.e. any interface specific failure alarms)

Transport bearer for O&M implementation  may be compliant with TS 25.442, and that in order to re-use existing transport facilities it would share the same physical and data layer of Iub, as Implementation Specific O&M.

7.2 WDS O&M Architecture

The O&M of a WDS may be included as part of "O&M functions for co-located equipment", as its architecture could fulfil the requirement. So-called Interface-N is part of the standard (TS32.101, TS32.102) as the interface towards the systems at the network management level. This means that this interface con be offered either from an element manager or directly from the network elements. Special integration reference points "IRP's" are defined and standardised with different solutions sets (CMIP or CORBA) for alarms and configuration. 

One problem with the WDS may be related with independent requirement from network operators. 

At least two ways to solve the problem may be identified:

· The WDS system complies with the IRP concept, or it offers e.g. an alarm IRP for fault management; or

· The UMTS Telecom Management Architecture just offers a transparent connection to vendor specific management system for WDS. 

8 Location Services (LCS)

In order to assess any impact of WDS on the location services, the co-existence between WDS and location services (LCS) is discussed in this section. Three methods for location services are currently specified in TS 25.305 - Stage 2 Functional Specification of Location Services in UTRAN. These are OTDOA, Cell ID based positioning and Network Assisted GPS. 

8.1 OTDOA/IPDL

The OTDOA/IPDL methods are based on the measurements of the UTRA pilot signal (CPICH) made by the UE and the Location Measurement Unit (LMU). The position of the UE is estimated by using the observed time difference of arrival from three or more base stations.

As measurements are made by the UE who then reports them to the Position Calculation Function (PCF) in the serving RNC, any delays between the remote RF antenna and the serving BS which may be introduced by the WDS are not part of the LCS calculation. In this case the PCF must be aware of the geographical layout of the UTRAN transmitters as configured including WDS.

8.2 Cell ID Method

In the cell ID based method the location of a UE is estimated with the knowledge of its serving BS. The information about the serving BS and cell may be obtained by paging, location area update, cell update, URA update or routing area update. The result of WDS deployment is that the cells have the potential to become smaller thereby giving greater accuracy compared to a larger cell. 

8.3 Network Assisted GPS

These methods make use of the UE, which are equipped with radio receivers capable of receiving signals from the Global Positioning System (GPS). Therefore there are no implications to a WDS enhanced network.

8.4 Summary of WDS impact on LCS

From the above discussion it is clear that no impact on LCS is envisaged due to inclusion of WDS. The system calculations required in order to accommodate the provision of LCS information to the network rely primarily on the UE or high level network systems specifically dedicated to LCS. The only provision for inclusion of WDS will be the requirement that the RNC is aware of the base station architecture including the length of transmission delay in order to make accurate positional calculations.

9 WDS Positioning on Existing 3GPP TS and  WI

The present structure of 3GPP UTRAN FDD specifications of standalone network equipment includes BSs (TS 25.104 /TS 25.141) and repeaters (TS 25.106 / TS 25.143). TS25.104 relates to macro BS and its performance (TS 25.141). The Base Station Classification WI (TR25.951) is still under definition. TS25.106 relates to RF Repeater and its performance (TS 25.143). The following discussion identifies WDS positioning situation in 3GPP FDD UTRAN TS frame.

9.1 WDS Positioning Discussion

Following points highlight specific technical positioning for WDS, starting from simulations results.

1. WDS are physically connected to BS according to capacity and coverage planning requirements. They are NOT used to complement radio coverage of a BS (so-called simulcasting), and therefore provide consistent and reliable performance as integral part of the access network, including minimisation of uncertainties in UE location.

2. Because of the tight interface to BS, WDS have low or moderate RF gain. Therefore they don’t need complex filtering techniques to provide control of in-band and out-of-band spurious emissions; additionally, WDS allows for controlled and reliable performance in both single- and multi-vendor scenarios, leading to ease of planning; similarly, a reliable alarm and management interface may be provided as discussed.

3. Standard technologies provide the WDS’s instantaneous bandwidth capability to cope with UMTS UTRA FDD full band application, including the various regional requirements.

4. WDS allows BS and RNC to be co-located at centralised equipment locations, where upgrades and implementations can be effected with no requirement to visit remote sites. 

The above listed items show WDS’s ability to supplement and enhance FDD BS capability, and their substantial technical and deployment difference from repeaters. WDS are meant as radio interface remotisers for one or multiple dedicated BS. 

9.2 Potential Impact of WDS Standardisation

The Feasibility Study has highlighted the potential impact of WDS standardisation based on existing BS specifications TS25.104/TS25.141, with specific reference to the interface point between BS and WDS, where a more stringent performance than that of compliant BS may be required in order to guarantee full compliance to the standard for the new chain [BS + WDS]. Since companies did not agree to changing existing specifications because of possible impact in future BS layout, no agreement has been reached at RAN WG4 about such an interface. The existing and ongoing status of the WI on UTRAN FDD Base Station Classification (TR 25.951) offers instead benefits for WDS in certain deployment scenarios and can be related to it. 

10 Conclusions and Way Forward

The feasibility study has shown how WDS’s performance may impact on a TS 25.104 compliant generic BS, on a limited number of basically important parameters and, more in general, on the network configuration. A new set of compliance parameters should be investigated as a consequence of the BS classification and further definition of deployment scenarios. 

Further work is required to verify the recommended margin consistency for the remaining uplink parameters (e.g. Noise Figure, Blocking, and Intermodulation) and downlink parameters (e.g. Modulation Accuracy, Frequency Stability and Accuracy, Output Power Stability and Accuracy) for all scenarios, particularly in the multi-carrier case. 

Since it was not yet possible to agree on any different requirements for BS specifications, and because of the specific interest for using WDS for small cell applications, it may be recommended to relate any further related work on WDS to the definition of BS classes for given deployment scenarios, and for those RF parameters that may be part of WDS technical nature. The way WDS may be included in 3GPP specs is not clear yet and needs further co-ordination with other ongoing work in related areas (e.g. BS classification and Repeaters).

Annex  <A>: History of the proposal

RAN 4 Meeting #17, Gothenburg, Sweden (21-25 May 2001)

Document R4- 010559
Technical justification and overall advantages of WDS

Discussion document explained the concept and the benefits of a WDS. A hardware description and RF performance attributes were discussed in relation to the current TS25.104 specification. It was agreed to proceed with a feasibility study.

RAN Plenary Meeting #12, Stockholm, Sweden (12-15 June 2001)

Document RP-010488
Study Item description sheet for feasibility study on UTRA WDS

Document detailed the justification for the system and set out the criteria which must be satisfied in order to proceed. This included addressing RF performance, end to end system performance and consideration of location service and O&M aspects.  Study Item status was given.

RAN 4 Meeting #18, Berlin, Germany (9-13 July 2001)

Document R4-010935
WDS Study Item Status Update

Document presented for information and to raise discussion items to be addressed in final study phase TR. 

Concerns were raised about impact on system performance due to inclusion of WDS. Difficulties were voiced on setting new requirements on TS25.104 for a low-level interface (LLI) between the BS and the WDS.

Therefore clarifications on the concept were required.
RAN 4 Meeting #19, Edinburgh, Scotland (3-7 September 2001)

Document R4-011045
WDS Study Item Report

Feasibility Study results presented for decision which covered the following subjects:

1. End to end system performance improvements shown through major simulation work.

2. RF up-link and downlink parameters for LLI, WDS and compliance to TS25.104 at antenna port.

3. Address all questions raised at previous RAN 4 meetings with detailed explanations of LLI concept, system degradation, LCS and O&M impact. 

It was noted by a number of delegates that there were no doubts of the benefits of WDS, specifically in order to provide the ability to share resources in indoor environments.

Further concerns were raised by some delegates over the understanding of LLI, specifically on how it may physically interface with variable BS configurations and about its technical feasibility against existing TS 25.104.

Due to recognised benefits of WDS, it was recommended that the study item phase be continued in order to close out the points raised.

RAN plenary meeting #13, Beijing, China (18-21 September 2001)

Document RP-010638    Status Report for information 
Completion date is expected at RP#14 with formal TR. It was commented that the included report was not a formal TR and that no agreement had yet been reached on it in WG4.

RAN 4 Meeting #20, East Brunswick, NJ, USA (12-16 November 2001)

Document R4-011516
Submission of present TR 25.867 v.0.1.0

It is agreed to present the TR to TSG RAN for information as version 1.0.0.

RAN plenary meeting #14, Kyoto, Japan (11-14 December 2001)

RP-010938: Status report SI "UTRA Wideband Distribution Systems (WDS)"

It was acknowledged that the rapporteur had made a good effort to take into account extensive comments onto two previous versions of the status report. It was asked if there was a plan to tighten the Node B specifications; this was not acceptable to Node B manufacturers. Further work was needed in WG4. It was clarified that about 60% of the work had been done, but that it was not reflected in the TR and that it had not been reviewed yet. The planned finalisation date was unchanged.

Decision: The status report was noted. The TR needed to be provided for information to the TSG-RAN plenary with sufficient content.
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�	The Eb/N0 target has a major impact on system performance. In this simulation campaign we investigated two different couples of targets for the pedestrian traffic. The first one can be derived by 3GPP TS 25.141 (UL) and by 3GPP TS 34.121 (DL) assuming the “case 1” for multipath scenario (corresponding to a terminal velocity of 3 Km/h) and imposing a BLER target of 0.01. The other couple of targets was chosen basing on previous experience of system simulations, adopting common practice values. As for vehicular traffic, the values that we adopt are derived from the same 3GPP documents. Lacking a multipath scenario for the speed of 50 Km/h, we consider the average between the thresholds for multipath scenario “case 1” (valid for 3 Km/h) and “case 3” (which is valid for a terminal velocity of 120 Km/h).


�	The offered traffic value is referred to the area of a macrocell: in the area where the macrocell has been replaced by seven microcells, the traffic density is kept constant, hence the load for each microcell will be one seventh of that of a macrocell
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ACLR Data

				ACLR Adjustment of Node B v ACLR Output of WDS (33dBm)

						Output Power of Node B Model (Gain 20dB) and Attenuator ( 12dB atten) Input of WDS														11.36dBm

						Output Power of Node B and WDS(WDS gain 22dB) Model Combined														33.17dBm

						WDS Model Mid utilised in simulation scenario

						Input ACLR varied by adjustment of NF of the mixer in the Node B model

						WDS ACLR @ + 10Mhz												WDS ACLR @ + 5Mhz

						ACLR INPUT		ACLR OUTPUT		TEST SPEC								ACLR INPUT		ACLR OUTPUT		TEST SPEC

						41.56		41.48		50								41.38		40.21		45

						46.5		46.41		50								45.83		43.56		45

						51.33		51.21		50								49.8		45.57		45

						55.85		55.7		50								52.49		46.48		45

						59.6		59.07		50								53.89		46.81		45

						64.02		62.74		50								54.82		47		45

						WDS ACLR @ - 10Mhz												WDS ACLR @ - 5Mhz

						ACLR INPUT		ACLR OUTPUT		TEST SPEC								ACLR INPUT		ACLR OUTPUT		TEST SPEC

						41.58		41.48		50								41.12		40.39		45

						46.54		46.44		50								45.7		43.8		45

						51.38		51.24		50								49.63		45.89		45

						55.6		55.64		50								52.38		46.84		45

						59.55		59.14		50								53.85		47.21		45

						63.99		62.65		50								54.8		47.41		45
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