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1 Introduction

The verification of ACLR measurement uncertainty would ideally be performed using a signal with precisely defined impairments. Due to the difficulties in generating such a signal, the initial estimate of ACLR measurement uncertainty has to rely on a model composed of the individual error components that can be independently verified using existing procedures. The contribution of the individual error components to the overall measurement uncertainty will also depend on the characteristics of the signal under test.

It is important to have common agreement on the correct model since as with any theoretical error analysis, any component that is left out will result in an incorrect (and always smaller) estimate of the true error. In particular, the interaction between the non-linear components of the signal and the non-linearities developed by the signal in the spectrum analyzer need to be carefully considered if an accurate model of the true measurement uncertainty is to be developed.

2 Error sources

This section describes a list of known error sources for a typical spectrum analyzer. Any theoretical analysis of ACLR measurement uncertainty using a spectrum analyzer should include all these error sources and any others that might contribute.

2.1 Detection linearity

ACLR is a ratio, so the linearity with which the analyzer detects the ratio of the adjacent channel power to the main channel power is an important error source. In the worst case, the absolute accuracy of measurement of the assigned channel power causes one error source and the absolute accuracy of the measurement of the power in the adjacent channel causes a second error, and both errors contribute to the ratio. Both of these errors are the average detection linearity (also called log fidelity or scale fidelity) weighted by taking into account the probability density function of the signal under test. The overall detection linearity error may be the difference between two absolute detection linearity measurements, or one estimated ratio linearity (the latter is sometimes called incremental log fidelity).

2.2 RF flatness

The accuracy of amplitude measurements in modern spectrum analyzers varies significantly with frequency after calibration. Typical inaccuracies are around 0.5 dB over many gigahertz of span. Nonetheless, because of the variable nature of the after-calibration response, it is feasible for the RF accuracy in the assigned channel to be different from the RF accuracy in the adjacent and alternate channels. Such a difference in accuracy adds an error source to the measurement. Typically these errors tend to be small, on the order of 0.03 dB across a range of 5 MHz, and in such cases this error term can effectively be ignored.

2.3 IF flatness

In traditional swept analysis, the signal being detected is always centered in the IF section of the analyzer. But in modern FFT-based analysis, the accuracy of the measurement of a spectral component can vary with the difference between the center frequency of analysis and the frequency of the component. Therefore, it is essential to include this error source whenever FFT-based analysis is used. The effect of this error varies across the adjacent and alternate channels and so must be weighted by the adjacent channel power spectral density.

2.4 Broadband noise

The broadband noise of the spectrum analyzer adds to the errors in the signal from the UUT. The analyzer noise adds non-coherently with the signal, so the powers can be added to calculate the error.

2.5 Phase noise

The phase noise sidebands generated in the spectrum analyzer add non-coherent power to the adjacent channels. The shape of the spectrum is the convolution of the power spectral density (PSD) of the test signal with the phase noise PSD of the analyzer. But for purposes of simplification, it is proposed to model the phase noise as being of uniform PSD in the adjacent and alternate channels. The level should be determined by the carrier power, and the phase noise specification at the centre of the adjacent and alternate channels.

2.6 Third-order intermodulation

As mentioned in the introduction, third order intermodulation is generated in both the UUT and the spectrum analyzer. As will be discussed later in section 4, these terms add in voltage rather than power since they can be coherent and they most probably are. Modeling these errors is difficult, and depends on the characteristics of the test signal. Fortunately, standard test signals give behaviour that can be estimated quite well using a simplified model. The proposal is that the third-order intermodulation (TOI) products be modeled as having a PSD that is triangular, and at a level that is computed from the TOI specifications of the spectrum analyzer. This model is valid for the approximation that the PSD of the main channel is uniform over the 1/T width; the triangular PSD of the upper sideband is then zero at the lower edge of the main channel, maximum at the upper edge, and declines again to zero at a frequency 1/T above the upper edge. The total power of the upper sideband PSD should be nominally the same as the upper sideband power of the analyzer when driven by two tones, each with 3 dB less power than the total power in the main channel.

(A more complete model of the sidebands due to the TOI products shows them to have a PSD that is given by convolving the PSD of the main channel with itself. Approximating the main channel PSD as rectangular across the bandwidth of the chip rate leads to the triangular upper sideband PSD in the simplified proposal.)

Only a fraction of the upper sideband TOI products' PSD falls into the upper adjacent channel. Approximating the adjacent channel weighting as being uniform over a width of 1/T centered at the offset leads to a conclusion that the analyzer TOI products generated in the adjacent channel is given by:


(total power of the upper sideband) * ((2-(offset_frequency/chip_rate))2)/2 [Watts]

where the chip_rate is 1/T. This factor evaluates to 0.24 (i.e -6.1 dB).

for a 5 MHz channel spacing and 3.84 MHz chip-rate. The formula for this factor is part of the proposal for computation of the TOI part of the ACLR measurement error budget.

Note: For the alternate channel, the PSD of the TOI products should be zero in the entire alternate channel.

3 Test signal conditions

The accuracy of the ACLR measurement should specify the mixer level for which the accuracy is computed. The mixer level is given by the average input power minus any input attenuation. It is also necessary to state the signal ACLR for which the accuracy is computed so as to allow for the worst-case assumption that the ACLR spectrum is all due to intermodulation distortion components in the UUT.

Note: Because of the coherent addition of TOI products, the mixer level which delivers the best accuracy will be lower than the mixer level which indicate the best dynamic range.

4 Computing the overall ACLR measurement uncertainty

For the given test conditions, the worst case uncertainty arises when the UUT distortions are in phase (add coherently) with the spectrum analyzer TOI components. Therefore, the first term in the overall measurement accuracy is the difference between the UUT distortions and the sum of UUT and spectrum analyzer distortions. This error is given by:


TOI_error = 20*log10(1+10^((Signal_ACLR – Analyzer_TOI)/20))

where Signal_ACLR is the ACLR of the test signal in dB and Analyzer_TOI is given by 10 log (carrier power / TOI Power) dB ( where as defined in section 2.6). For example, given a signal under test with ACLR of 48 dB and analyzer TOI products of 73 dB, the uncertainty due to coherent addition is 0.48 dB.

The overall ACLR measurement accuracy can thus be defined as:

(TOI_error2 + Detection_linearity2 + RF_flatness2 + IF_flatness2 + broadband_noise_effects2 + phase_noise_effects2)0.5
