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1. Introduction

The transport format selection function, is an autonomous function in the UE that limits the transport format set when the UE reaches the maximum output power. This is done, so that coverage is preserved in the network, thus allowing an operator to plan continuos coverage for low bitrate services with “islands” of high bit rate coverage. When going from a high bit rate area into a low bit rate area, the UE will automatically detect that transport formats of high bit rate can no longer be sent, and it will not consider them anymore until coverage allows it again.

The specification of the transport format combination function is not stable yet in 25.133. This contribution provides simulation results to support the proposed detection criteria and values thereof.

2. Proposal

In order to get a clear and concise criteria without putting new requirements on the UE RF parts, we propose that the UE shall use the UE Tx Power measurement to evaluate if it has reached the maximum transmit power or not.

The exact details of the proposed function can be found in the attached CR.

3. Simulations

3.1
Simulation Model

Simulation parameters modelling the system for the uplink simulations performed are collected in the Appendix. The following sub-sections will spend some more words on system model that has been chosen.

3.1.1
Radio Environment

The simulated WCDMA system consists of 7 tri-sectorial sites having hexagonal shaped sectors (cells) and this cell plan is repeated through a wrap-around technique to avoid border effects. A Sub-Urban radio environment has been considered, modelled by Hata-like formula for the pathloss computation and including log-normal fading. The fast fading channel is the Pedestrian A. (see Appendix for more details on propagation parameters).

3.1.2
Traffic Model and Channel Configuration

Mobiles are uniformly distributed on the cell plan, where they move randomly with an average speed of 3 km/h. Each mobile generates an uplink packet data traffic according to a Web browsing traffic model whose statistics are characterized in the Appendix. The system has been loaded with 50 packet users per cell on average and each of them offers an average session bitrate of 11 kbps.

The investigated service provides user with a maximum bitrate (RLC payload level) of 192 kbps, corresponding to 6 transport blocks per frame. This is like to have a TFCS composed of 6 TFC with a decreasing number of blocks/frame (6, 5, 4, 3, 2 and 1). The TFCS can be reduced for coverage reasons following the proposed detection criteria. This results in having a maximum bitrate ranging from 192 kbps to 32 kbps with a granularity of 32 kbps. Further details on channel configurations used are demanded to the Appendix.

3.1.3
Considerations on other System Algorithms

In order to clearly understand how the reduction of the TFCS of UE affects the system performance, it has been decided to model the other system algorithms in the simplest way. For this reason, the system algorithms that have been considered are the slot based Inner Loop Power Control and a basic Soft Handover algorithm. 

The soft handover gives uplink diversity against slow fading and could therefore improve the uplink coverage, providing improvements in the same direction expected by the TFCS limitation. In order to distinguish between coverage improvements having those different sources, the soft handover shouldn’t be taken into account (hard handover only). Nevertheless, the soft handover has been considered so as to cope with pathgain variations due to fast fading.

Neither Admission Control at session level nor Load Control at link level have been considered. Each arriving user can access the system, whatever the QoS (Quality of Service) of the already admitted users is. Moreover, users experiencing bad channel quality, i.e. high BLER values, are not dropped, so the others begin to suffer as well. The more users into the system, the poorer their QoS: the TFCS limitation criteria is expected to mitigate the trend. 

The Outer Loop Power Control is not considered. This type of power control should be in charge of adjusting the C/I-target for the Inner Loop Power Control of each connection depending on the actual channel quality. Within the assumptions made in terms of mobiles’ speed and packet data statistics, preliminary simulations for a well covered system show that the outer loop power control doesn’t modify the C/I-target significantly. On the contrary, for very large cell deployments the C/I-target of several mobiles might increase in order to ensure the required QoS. Consequently, the transmit power of those UEs will increase rapidly, and this in turn brings to have an higher interference level without achieving the expected benefits in terms of users’ BLER. All these considerations have brought to the decision of using a “fixed” C/I-target (of course still depending on the number of RLC blocks per frame) and the task of reducing the mobile transmit power when needed, has been left to the TFCS limitation algorithm.   

3.1.4
TFCS Limitation Algorithm Parameter Settings

The relevant TFCS Limitation algorithm parameters (X, Y, Z) have been set in order maximize the system performance, e.g. the mean packet bitrate. Due to the many degrees of freedom they provide it would be too difficult to find an optimum setting by an exhaustive campaign of simulations. Therefore some preliminary simulations have been performed fixing a cell radius of 3000 m in order to derive a sub-optimum parameters setting. The parameters are given as number of UE measurement periods (0.67 ms slot) even though Y and Z have been set as a multiple of a frame (10 ms frame). The result is:

X = 5 UE measurement periods

Y = 45 UE measurement periods (3 frames)

Z = 30 UE measurement periods (2 frames)

3.2
Simulation Results

System performance is analysed by means of indicators, such as the Block Error Rate (BLER) on DPDCH, the Mean Packet Bitrate and the Uplink Interference level, as a function of the cell radius. The system coverage has been heavily stressed by considering cell radii ranging from 1000 to 4000 m, corresponding to a site-to-site distance varying from 3000 to 12000 m. Simulations are 100 sec long, but the output coming from first 20 sec is not considered, because during this period the evaluated system is still not in a steady-state.

Figure 2‑1 shows that the Limited TFCS criterion in general can mitigate the increase of BLER as a function of the cell radius. Nevertheless, the trade-off between the average quality perceived by the user, in terms of mean packet bitrate, and the coverage seems to worsen rather than to improve (Figure 2‑2). This happens because there is no admission policy that guarantees the average quality of users already admitted in the system. Bad quality of users admitted in the system does not lead to block new user arrivals, which in turn immediately contribute, to the worsening of the average users’ QoS or to the TFCS reduction on average in case that criterion is employed.

Instead, the improvement of BLER positively affects the behaviour of the uplink interference: its average level over the simulation period is considerably reduced for large cell radii (Figure 2‑3). Focusing firstly on the case without TFCS limitation, the average uplink interference is maintained at about 2.5 dB over noise for cell radii lower than around 2000 m, then it starts to increase appreciably. The reason of such a trend is the increased actual activity factor due to the more retransmissions experienced by users who get high BLER values. The capability of the Limited TFCS criterion to bring down the BLER becomes helpful for large cell deployments, allowing the system to keep the uplink interference level low. Instead, there are not appreciable interference reductions for small cell radii, that is when the uplink coverage is well provided.
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Figure 2‑1   Average BLER on DPDCH
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Figure 2‑2  Mean packet bitrate among all received packets

[image: image3.wmf]
Figure 2‑3   Uplink interference level in dB over thermal noise

Figure 2‑1 to Figure 2‑3 disregard stability issues, i.e. it has been assumed that the system is stable for each cell radius ranging from 1000 m to 4000 m. The average uplink interference level as a function of time denies that assumption. When the maximum TFCS is used, the average uplink interference level always reaches a steady-state situation for relatively small cell radii, while it grows as a function of time for large cell deployments. This means that the system becomes permanently congested and thus unstable. Figure 2‑4 and Figure 2‑1 just show the uplink interference trend in a stable case (1500 m cell radius) and in a clearly unstable case (3500 m cell radius), respectively.

Limiting the TFCS depending on the local interference conditions can really cope with congested situations. The implemented Limited TFCS criterion makes the system able to reach a steady-state for all the evaluated cell radii. The uplink interference level is kept constant in time after an initial transient period, as Figure 2‑7 shows in case of 3500 m cell radius: lower cell radii give the same trend.

In the light of this, it is possible to better understand the Figure 2‑3. When the TFCS is not limited, the average uplink interference level as a function of cell radius increases rather rapidly as soon as the system becomes unstable (beyond 2000 m of cell radius). The Limited TFCS criterion provides the UE with the capability of preventing the system from being unstable as the cell radius increases, without worsening the system performance (mean packet bitrate) too much.
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Figure 2‑4  Uplink interference level in case of using the Maximum TFCS allowable and 1500 m cell radius: the system is stable.
[image: image5.wmf]
Figure 2‑5 Uplink interference level in case of using the Maximum TFCS allowable and 3500 m cell radius: the system is unstable.
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Figure 2‑6 Uplink interference level in case of using Limited TFCS criterion and 1500 m cell radius: the system remains stable.
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Figure 2‑7 Uplink interference level in case of using Limited TFCS criterion and 3500 m cell radius: the system becomes stable.

4. Appendix

Simulation Parameters

Base Sation Layout

Number of sites 
7

Number of sector cells (hexagonal) per site
3

Cell radius
1000 ( 4000 m

Radio Environment (Sub-Urban)

Distance independent term in the Hata formula
-25.82 dB

Distance attenuation factor (()
-3.52

Log-normal fading standard deviation (()
6 dB

Log-normal fading base correlation
0.5

Log-normal fading decorrelation distance
30 m

Radio Link

Thermal noise uplink
-103 dBm

Maximum pathgain limitation
-70 dB

Fast fading channel
Pedestrian A

Uplink antenna diversity gain
2.9 dB

System

Number of slot per second
1500

Number of slot per frame
15

Chiprate
3840 kcps

Inner Loop Power Control step
( 1 dB

Max UE transmit power
21 dBm

Min UE transmit power
-50 dBm

Max number of soft handover links in active set
3

Soft handover link addition threshold
3

Soft handover link deletion threshold
5

Soft handover link replacement threshold
0

Channel setup time
20 frames

Idle channel time before downswitch
200 frames

Physical channel configurations

RLC payload size in transport block (10 ms TTI)
320 bits

L1 code word size
360 bits

Max number of transport blocks per frame
6

Power offset between DPDCH and DPCCH at maximum rate
13 dB

Uplink Ed / N0 target (corresponding to BLER = 10 %)
2.73 dB

Transport blocks per frame in each TFC (available TFCS)
A (  6

B (  5

C (  4

D (  3

E (  2

F (  1

Max Information  bitrate (RLC payload level) for each TFC
A (  192  kbps

B (  160  kbps

C (  128  kbps

D (  96  kbps

E (  64  kbps

F (  32  kbps

Traffic Model

Average number of users per sector (cell)
50

Packet generating rate per user ((s)
0.25 packet/user/sec

Average number of packets per user session
10

Mean packet payload size 

5000 bytes

Standard deviation packet payload size
15000 bytes

User session arrival distribution
Poissonian

Packet arrival per user session
Geometrical

Packet interarrival distribution
Pareto

Payload distribution
Log-normal

Mobility

Average user speed
3 km/h

Average user acceleration
0.2 m/s2

Simulation

Time step
10 ms (1 frame)

Transient time (during which user data are not collected)
20 s

Total time
100 s

Link evaluated
Uplink
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