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1.
Abstract

With rise of interest in wireless Internet and wireless packet data communications on one hand and explosion of interest in IP and packet-switched based networks on the other, it is beneficial to bring the packet switching capability to the air interface which is the last hop in network. The Common Packet Channel (CPCH) has been included in the 3G wideband direct sequence code-division multiple access (3G W-CDMA) Technical Specifications to meet this growing demand and need in an efficient manner. This paper will address the CPCH benefits, applications, CPCH access method and performance simulations.       

1.1
Uplink CPCH

The Uplink Common Packet Channel (UL_CPCH) burst consists of 4 elements: 1) the access preamble element, 2) the collision resolution element, 3) the power control preamble element, and 4) the message element. 

UL_CPCH access and collision resolution portion of the overall burst can best be described as a Digital Sense Multiple Access with Collision Resolution Access Method. CPCH message transmission portion of the overall CPCH burst operates in CDMA. So, the overall UL_CPCH burst utilizes DSMA-CR/CDMA method. 

UL_CPCH operates at various rates up to the maximum possible rate, i.e., 960 ksps with single code transmission, if the 5Mhz bandwidth is allocated to this service. With multi-code transmission, even higher data rates, possibly up to 4.8 Msps can be supported. CPCH can also easily operate within 5 MHz with the circuit switched data service. The maximum possible packet length over the CPCH channel is 64 frames (640 ms). 

1.2
FACH and Downlink CPCH

Forward Access CHannel (FACH), mapped into a Secondary Common Control Physical Channel (S-CCPCH) could be used as downlink Common Packet Channel.  FACH can operate in multiple data rates using Transport Format Combination Indicator [TFCI]. The frame length is variable [10, 20, 40, and 80 ms]. So, various message sizes can be transmitted over FACH.   The ARQ messages for UL_CPCH is sent over FACH. The ARQ messages for DL-CPCH (FACH) is sent over UL_CPCH.  Each UE can indicate the required open loop power level on FACH to UTRAN. It is also possible to employ Closed Loop Power Control over FACH, although this is not standardized. 

1.3
Applications of CPCH

Common Packet Channel is designed for transfer of packet data in the following applications: 

1.3.1  
Non-real Time Services

· SMTP: E-mail (non real time)

· HTTP: Web browsing applications 

· FTP: File Transfer Protocol

1.3.2

  Real Time Services

· H323: Video, VoIP 

2.
Background 

In this paper, the CPCH mechanism in W-CDMA is briefly compared with the Dedicated Channel (DCH) and the Random Access Channel (RACH) mechanisms for bursty packet data transfer. The Dedicated Channel (DCH) and the Random Access Channel (RACH) are transport channels defined in the 3GPP air interface standards. DCH is intended to be used for transfer of voice and data (both circuit switched and packet); RACH is intended to be used for up-link rapid access as well as transfer of short and small packets.

A packet communication model, which has been accepted in ITU is used in the CPCH studies and simulations since it encompasses the bursty and clustered nature of the packet arrivals. In this model, the packet-switched equivalent of an active call is a session. Each session consists of several packet calls separated by inter-packet arrival time. Each packet call entails packet trains or cluster of packets.

We have used the UMTS packet model for Web browsing, FTP and E-mail applications in our throughput delay simulations of CPCH. 

2.1
CPCH Access Protocol

CPCH Access Protocol is a hybrid DSMA/CDMA with a novel collision resolution, pre-data power control, closed loop power control of the message, access preamble ramp-up identical to RACH, and a DSMA-like access protocol. The protocol level simulations of the CPCH indicate that an efficiency of 80% is achievable with acceptable delays less than 5 times the transmission length.  The simulations are performed for various environments, applications and traffic model assumptions. Most of the simulations are performed in the uplink, which is the most technically challenging link for the wireless packet data transfer.  We present some of the simulation results in this paper.    

Features of the RACH and DCH have been incorporated into CPCH. This has resulted in an efficient approach to bursty packet transfers suited for Internet and multimedia services envisioned to be the main services for the 3G wireless systems

3.
Overview of CPCH Method of Operation

The Uplink Common Packet Channel burst consists of 4 elements: 1) the access preamble element, 2) the collision resolution element, 3) the power control preamble element, and 4) the message element. 

UL_CPCH Access and Collision Resolution portion of the overall burst can best be described as a Digital Sense Multiple Access with Collision Resolution Access Method. CPCH message transmission portion of the overall CPCH burst operates in CDMA. So, the overall UL_CPCH burst utilizes DSMA-CR/CDM method. 

UL_CPCH operates at various rates up to the maximum possible channel symbol rate of 960 ksps per code, if the 5Mhz bandwidth is allocated to this service. It can also easily operate within 5 MHz with the circuit switched data service. With multi-code transmission, up to 4.8 Msps symbol rate can be supported, assuming maximum number of 5 for the multi-code operation. The maximum possible packet length over the CPCH channel is 64 frames (640 ms). 

3.1
Data Rates and Payload Sizes

The following table 1 gives a summary of the possible data rates and payload sizes delivered to the physical layer.  Note that the TCP/IP maximum packet size is 1500 bytes, however, several packets could be concatenated to produce higher payload sizes and more efficient use of the CPCH channel. 

Table 1:  Summary of possible data rates and payload sizes

Physical Channel Symbol Rate
Information Source Rate

Assume Rate ½ code
Information Payload size in bytes

10 ms
Payload size in bytes

80 ms
Information Payload size in bytes

240 ms

15 ksps
7.5 kbps
9
75
225

30 ksps
15 kbps
18
150
450

60 ksps
30 kbps
37.5
300
900

120 ksps
60 kbps
75
600
1.8 kbytes

240 ksps
120 kbps
150
1.2 kbytes
3.6 kbytes

480 ksps
240 kbps
300
2.4 kbytes
7.2 kbytes

960 ksps
480 kbps
600
4.8 kbytes
14.4 kbytes

1920, 2880, 3840, 4800 ksps

Multi-code (2-5 codes)
960, 1440, 1920, 2400 kbps
1.2, 1.8, 2.4, 3 kbyte
9.6, 14.4, 19.2, 24 kbytes
28.8, 43.2, 57.6, 72 kbytes

Forward Access CHannel may be used as Downlink Common Packet CHannel. FACH shall operate in multiple data rates. The frame length is variable [10, 20, 40, and 80 ms]. So, various message sizes can be transmitted over FACH. Moreover, TFCI is supported over FACH.  The ARQ messages for UL_CPCH is sent over FACH. The ARQ messages for DL-CPCH (FACH) is sent over UL_CPCH. Each user equipment (UE) can indicate the required open loop power level on FACH to UTRAN (UMTS Terrestrial Radio Access Network). It is also possible to closed loop power control the FACH, although this is not standardized yet. 

The maximum possible channel symbol rate per user per code is 1.92 Msps in the downlink direction. With multi-code transmission (up to 5 codes), symbol rates as high as 5.76 Msps can be supported. The following table summarizes the possible payload sizes delivered to the physical layer.  Note that in the downlink data is transmitted using QPSK, while in the up-link data transmission is essentially BPSK. 

Table 2:  Payload Sizes to the Physical Layer

Channel Rate
Source Rate

Assume Rate 1/3 code
Payload size in bytes

10 ms
Payload size in bytes

80 ms

15 kbps
5 ksps
6
48

30 kbps
10 ksps
12
96

60 kbps
20 ksps
25
200

120 kbps
40 ksps
50
400

240 kbps
80 ksps
100
800

480 kbps
160 ksps
200
1.6 kbytes

960 kbps
320 ksps
400
3.2 kbytes

1920 kbps


640 ksps
800
7.2 kbytes

3840, 5760,  kbps

2-3 codes
1280, 1920,  ksps
1.6, 2.4,  kbytes
12.8, 19.2,  kbytes

Common Packet channel is designed for transfer of packet data in the following applications: SMTP: E-mail,  (Non Real Time), HTTP: web browsing applications, FTP: File Transfer Protocol, H323 and VoIP (Future).

Within a sector, a CPCH channel is defined by the preamble access slot (so-called sub-channel) and the signature. There are 15 equally-spaced access slots in 20 ms. Also, there are up to 16 signatures that can be used for CPCH, as in the case of RACH.

3.2
CPCH in the Uplink Direction

The following figure illustrates the operation of CPCH scheme in the uplink direction. The UE will receive the CPCH system information through the broadcast channel (BCH) or at the time it is transitioned to the CPCH/FACH sub-state. The UE will then periodically monitor the status broadcast channel to receive the status of each CPCH channel while operating in the “UE Channel Selection” Mode. 
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Figure 1: CPCH Access Procedure

For our analysis, we assume that there are 16 CPCH channels operating at eight various data rates. Furthermore, there are 16 CPCH Access Preambles (AP) signatures, two signatures per data rate. Each signature is mapped to a specific CPCH physical channel, i.e., uplink channelization code, uplink scrambling code, downlink channelization code and a specific data rate.

3.3
“UE Channel Selection”

Based on the transport block length given by the MAC, the UE determines the desired data rate and requests a channel which operates at that data rate. Note that this example applies to the “UE Channel Selection” mode of operation. When UTRAN selects the channel, the mapping between the signatures and physical resources would be different. “UTRAN Channel Selection” mode is linked with the usage of Channel Assignment (CA) message in the collision resolution phase.  The UE randomly picks a signature associated with a free CPCH channel operating at the desired data rate. 

3.4
Signature Ramp-up Process

Then the UE goes through the signature ramp up process. Each signature is 1 ms long. Each access slot is 1.33 ms long. The UE transmits a signature in the appropriate access slot and waits for a response in the next 3-4 access slots.

If there is no response, it ramps up and transmits another preamble at a higher power level until it receives a positive acquisition indication response from the base node. The response is received on the Access Preamble Access Indicator Channel (AP-AICH).   Once the access phase is completed, the UEs enter a collision resolution phase. 

3.5
Collision Resolution Phase

It is possible that two or several UEs have picked the same signature in the access phase and have entered the collision resolution phase. In this phase, the UEs pick one of NCD available Collision Detection (CD) signatures.  NCD is normally taken to be 16. Note that the AP scrambling code and CD scrambling code could be shared or could be completely different. 

In this example, we assume the CD scrambling code is different. The UEs randomly pick 1 of NCD CD signatures. The base node mirrors one of the CD signatures by transmitting the selected signature over the CD/CA Indication Channel (CD/CA-ICH)1. There is a 1/16 probability that two UEs having reached the CD phase will collide. 

3.6
Pre-data Power Control Phase

The next phase is the pre-data power control phase which could be 0 or 5 ms. This phase is needed to help the inner loop power control converge and correct any error in open loop power control estimate. 

3.7
Message Transmission Phase

The last phase is the message transmission phase. Note that there is a downlink control channel associated with the uplink Common Packet Channel. This is a dedicated channel that is used to provide power control, and pilot information. The fact that this channel is dedicated prevents any “false UE” to pose any threat to the cell.  If the UE detects loss of DPCCH DL during transmission of the power control preamble or the packet data, the UE halts CPCH UL transmission, aborts the access attempt and sends a failure message to the MAC layer. 

If the UE receives another packet in the midst of uplink transmission, it will form a new transport block and request the physical layer to continue the uplink transmission and transmit the newly arrived packet prior to releasing the CPCH.  

3.8
MAC-based Back-off Mechanism
There is a MAC-based Back-Off mechanism, which occurs under various conditions such as collision condition, single CPCH channel being busy, all CPCH channels being busy, etc. The CPCH channel selection algorithm resides in the MAC. The following table summarizes the various functions at different protocol layers:  

Table 3:  Functions of different protocol layers

RRC layer
Receive and distribute control params, setup/tear down commands, etc.

Collect and transmit traffic measurements

RLC layer
Buffer UL data.

Provide Acknowledge Mode retransmission protocol

(normal RLC, no changes for CPCH)



MAC functions
Priority mux UL data streams

monitor CPCH availability

Implement PV test, select CPCH channel

Build first packet segment using allowed formats

Schedule initial access attempt and subsequent retries

Build additional packet segments till max packet length

Control backoff if failed access



Physical Layer functions
Select signature, slot, power level

Power ramp for BS channel grant

CD handshake to resolve contention

Power control preamble, then packet data



Full description of CPCH Access Procedure can be found in the referenced Technical Specifications documents [1-3]. 

4.
CPCH Radio Resource Control (RRC) and Radio Resource Management [RRM]

In this section, we briefly describe the RRC, an RRM protocol, associated with CPCH. The Radio Network  Controller [RNC], is in control of overall resource and bandwidth management associated with the CPCH related Services. RNC performs the following functions: 

Figure 2:  Functions of RNC
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· RNC allocates the bandwidth and resources to the CPCH-related services. This can be dynamically changed in real time based on the CPCH traffic measurements in the base node.  

· RNC assigns the CPCH Radio Access Bearers to the UE when the UE enters the cell. It also allocates a limited number of Transport Formats [TFs] to the UE. 

· RNC transitions the UE from other sub-states such as RACH/FACH to CPCH/FACH sub-state depending on the status of the RLC buffer in the UE.

· RNC transmits Persistency Values [PVs] per CPCH channel for load balancing between the CPCH channels. This is performed based on the throughput measurement reports received from the base node. 

· RNC can shut down the overall CPCH operation, if deemed necessary. 

· The RNC transmits the CPCH system information to all UEs either via the Broadcast channel or the dedicated channels. 

4.1
CPCH Throughput Delay Performance Results:

In our CPCH studies and simulations, we have used a  packet communication model that encompasses the bursty and clustered nature of the packet arrivals and has been accepted in ITU. 

In this model, the packet-switched equivalent of an active call is a session. Each session consists of several packet calls separated by inter-packet arrival time. Each packet call entails packet trains or clusters of packets.We have used the UMTS packet model for web browsing, FTP and E-mail applications in our throughput delay simulations of CPCH. 

The protocol level simulations of the CPCH indicate that an efficiency of 80% is achievable with acceptable delays less than 5D. The simulations were performed for various environments, applications and traffic model assumptions.  Most of the simulations were performed for the uplink, which is the most technically challenging link for wireless packet data transfer.  The complete set of CPCH simulations can be found in [4]. 

4.1.1

Simulation Assumptions

The following simulation assumptions are invoked: 

· Results of Link Level Simulations with ITU channel model is used.  

· The preamble detection probability as a function of SNR is drawn for a table 

· Window-based and timer-based ARQ is used. This enables the determination of end-to-end delays. 

· A number of 50 to 200 mobiles are randomly distributed in the coverage area of one cell. 

· The access Preamble ramp-up and the collision resolution steps are simulated. 

4.1.2

Parameters

The following tunable parameters exist in the simulation system: 

· N_Max_Frames: maximum length in frames of individual packet

· Number of ramp-ups max: number of AP power ramp up cycles without AP-AICH response before access is aborted and packet transmission fails

· Traffic model: includes packet inter-arrival time, session inter-arrival time, # of packets per packet call, number of packet calls per session, session length, average packet size, etc. 

· Three various CPCH channel selection algorithms

4.1.3

Traffic Model

The following traffic model is used in the simulations:

· Average packet size: E-mail application 160, 480, 1000 bytes

· Number of packets in a packet call = 15

· Packet call inter-arrival time = 0,120 

· Number of packet calls within a session = 1 

· Average inter-packet arrival time = 10, 30, 100, 200 ms

· CPCH channel data rates: 2.048 Msps (512 kbps), 384 ksps (96 kbps), 144 ksps (36 kbps), 64 ksps (16 kbps).

· Session arrival is Poisson

4.2
Results

The following results are captured in the simulations:

· End-to-End Delay, D(e-e), includes UL retransmissions and DL ACK transmission. D(e-e) is the time between the generation of the packet to the destruction of the packet. 

· Tw = Waiting time in the queue prior to transmission

· RLC queuing delay, QD: The amount of time the packet resides in the buffer prior to being ACKed. 

· Radio Access Delay, AD

· MAC collisions, event count for event in which 2 UEs attempt access to same CPCH channel in same slot.

· Throughput (S1) includes ARQ re-transmissions / excludes detected MAC collisions / excludes undetected collisions as well.

· Throughput (S2) excludes ARQ re-transmissions / excludes MAC collisions.

· Offered Load (rho), total offered traffic normalized to total available capacity (bandwidth).

· Undetected collisions per sec.

· Detected collisions per sec. 

The three simulated CPCH channel selection algorithms are as follows: simple, recency and idle-random method. These methods are briefly described here:

4.2.1

Simple CPCH Channel Selection Algorithm:

In this method, the User Equipment monitors the available capacity and the highest available rate from the base node. The UE then picks a CPCH channel and a slot randomly and contends for the CPCH. 

This method requires least UE power consumption due to monitoring, but yields the worst throughput delay performance.

4.2.2

Imperfect Monitoring Method (the Recency Table Method):

In this method, the UE monitors the AP-AICH and constructs a recency table, which includes time-stamps, which aid the selection of the CPCH channel. The UE selects the channel, which has been occupied for the longest duration of time. 

This method requires less monitoring as compared to the perfect monitoring method and therefore requires less UE power consumption. 

4.2.3

Perfect Monitoring Method (the Idle-random Method):
In this method, the UE monitors the idle-AICH (channel idle) and AP-AICH (channel busy) and has perfect information on the availability of the CPCH channels. The method, adopted in 3GPP W-CDMA, is similar to this method. 

In the W-CDMA UE Channel Selection method, the status information is broadcast periodically on the CPCH Status Broadcast Channel. The figure 3 illustrates the throughput delay performance of these three methods.

This method yields the highest throughput, but requires more UE power consumption. The incorporation of CPCH Status Broadcast Channel in the UE channel Selection method resolved the issue of the power consumption. 
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Figure 3: Throughput delay performance of the three UE channel selection algorithms 
5.
Comparison of CPCH with DCH and RACH and Other 3G Packet Data Mechanisms

5.1
CPCH vs DCH

The Common Packet Channel is more spectrum efficient as compared to the DCH mode of operation in the uplink and downlink directions. In [5] it is shown that CPCH offers 25% and 12.4% more capacity in the uplink and downlink direction, respectively. We specifically compare CPCH with the stop and resumption control of the DCH. Other proposed W-CDMA methods, such as the gating method for DCH, are even less efficient from a spectrum efficiency perspective than the stop and resumption control.  In the gating method for DCH, the mobile station (MS) generates even more interference than the stop and resumption control. The use of the Common Packet Channel leads to a decrease of 24% in power consumption in the MS as compared to DCH. In consequence, this will 

increase the talk time by 24%. 

The Common Packet Channel requires 5-10 times less channel cards in the base node which leads to a significant reduction in base node complexity.  This has been shown in a comparative study of Circuit Mode versus Packet Mode of operation [6].

The Common Packet Channel operates in closed loop power control as compared to the Random Access Channel, which operates in open loop power control in medium and high-speed environments. This leads to a two-fold capacity improvement of CPCH over RACH from the spectrum efficiency perspective in fast fading environment [7]. In [8], the performance of open loop power control and closed loop power control is compared in various environments. 

5.2
CPCH vs RACH
The performance of RACH resembles a slow closed loop power control condition. So, the results shown in [8] are valid for medium and high-speed environments, since slow power control [33-50 bps] is practically not useful in medium and high speed environments. 

Incorporation of collision resolution into CPCH provides a more intelligent access protocol and a two-fold throughput advantage over RACH. Assuming a capacity ratio advantage of 2 [worst case scenario] and throughput advantage of two, we can conclude that CPCH offers an overall four-fold efficiency as compared to RACH.   

A factor of two comes from the incorporation of collision resolution and status broadcast scheme in CPCH. Another factor of two comes from the incorporation of closed loop power control and stronger interleaving and coding schemes for CPCH. 

In short, CPCH is the most efficient packet data transfer mechanism within W-CDMA [5-6] since it is tailor-made for clustered and bursty packet arrivals, which is seen in the Internet domain. 

5.3
CPCH vs Other Packet Data Mechanisms

In a broader scope, CPCH should be compared with EDGE, HDR, and packet data mechanisms in cdma2000 [1x and 3x]. The comparison of EDGE/HDR and CPCH boils down to a CDMA versus TDMA comparison. 

Assuming  a reuse factor of N=4 is achieved in the TDMA system EDGE or EGPRS and reuse factor of 1.0 for CDMA with sectorization, then there is a potential capacity advantage of 4 with the W-CDMA system over the EDGE TDMA system.  

The uplink cdma2000 mechanism that resembles CPCH is called Reservation Multiple Access (RsMA) which is claimed to have a throughput efficiency of 50-60% [9] and operates up to 38.4 kbps [maximum packet length of 500 ms]. 

Table 4:  Comparison of CPCH in W-CDMA with other deployment options


Maximum Uplink Channel Data Rate
Maximum packet length
Throughput efficiency

CPCH

W-CDMA
1920 kbps (5 codes)
640 ms
76-86%

EDGE

ANSI-136
476 kbps (8 slots)

MSC-9
-
-

RsMA

CDMA2000
38.4 kbps
500 ms
50-60%

The comparison of these systems is a subject of another paper which takes coverage, spectrum efficiency, throughput, delay, maximum peak rate, Base Node and UE complexity into account. However, a preliminary  look into this subject indicates a possible significant advantage in the W-CDMA system. 

2.6
Conclusion

CPCH Access Protocol is a hybrid DSMA/CDMA with a novel collision resolution, pre-data power control, closed loop power control of the message, access preamble ramp-up identical to RACH, and a DSMA-like access protocol. We have incorporated some of the RACH and DCH features into CPCH to create the most efficient approach to bursty packet arrivals in Internet and multimedia services. 

3G is being defined by wireless Internet and multimedia services and since CPCH is much more efficient than RACH and DCH in accommodating this class of data, this will be the most prevalent choice of the 3G W-CDMA service providers. Common Packet Channel scheme facilitates the support of packet switched data services in an efficient manner over the common air interface. 

The maximum data rate in both uplink and downlink are such that the evolving needs of wireless Internet applications such as E-mail [voice, text, image, video attachments], FTP, interactive Web browsing, e-commerce, interactive messaging, and Voice over IP and H.323 [future] are fully met. The support of the real time service such as VoIP and H.323 could be the subject of Release 2000 work. 
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Simulations from various sources in RAN1 indicate a throughput of 76-86% with delays less than 2D, D being the transmission delay. 





The results shown in this paper include the ARQ delay. The end to end Delay, D(e-t-e), includes the queuing delay, access delay, transmission delay and the ARQ delay. The queue size is taken to be infinite therefore the queuing delay is unrealistic and higher than normal operations with finite queue length. 





The contribution [4] investigates various optimization issues such as the impact of packet inter-arrival time on the performance. The aforementioned issue was the main driver to include the possibility of piggybacking the data in the midst of uplink CPCH transmission. 
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1 Previously, the indication channel used for the Collision Resolution phase was termed Collision Detection AICH (CD-AICH).  Most recently at the 3GPP TSGR RAN WG1 no. 11 meeting (March, 2000), it was agreed that the same physical channel will be used in two modes, the User Channel Selection (UCSM) mode and the Channel Assignment (CA) mode. In the latter case, the CA Indicator message (CAI) will be added to CD Indicator (CDI) messages in the same physical channel. In the former case, the channel will be used to transmit only the CDI’s.  For this reason, the previous CD-AICH is now proposed to be named CD/CA-ICH.
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		Scenario A-B-C (Comparison of the three Access Methods)

		Packet Inter-arrival time = 100 ms

		1) Maximum Frame Per Packet						8

		2) Simple     Avg Pk Size=480

		3) 4-384CPCH , 4-144CPCH , 4-64CPCH										4-384 Kbps, 4-144 Kbps, 4-64 Kbps

		email_1_simple

		Sess		0		1S1		D(un)		QD		AD		TD		MAC Collision

		20		0.31		0.28		0.121		0.07		0.013		0.038		677,000.00

		16		0.39		0.36		0.155		0.1		0.015		0.039		106,000.00

		10		0.63		0.55		0.3		0.237		0.02		0.042		266,000.00

		8		0.776		0.65		0.66		0.589		0.025		0.045		436,700.00

		6.8		0.923		0.76		1.324		1.245		0.033		0.046		714,700.00

		6.6		1		0.812		3.23		3.15		0.036		0.047		983,300.00

		Email_1_recency

		Sess		0		1S1		D(un)		QD		AD		TD		MAC Collision

		20		0.283		0.28		0.11		0.062		0.009		0.038		96,500.00

		16		0.38		0.377		0.116		0.069		0.01		0.038		162,000.00

		12		0.477		0.47		0.131		0.081		0.012		0.038		251,000.00

		10		0.566		0.565		0.14		0.088		0.014		0.038		354,700.00

		8		0.779		0.736		0.203		0.149		0.016		0.038		733,300.00

		7.1		0.846		0.8		0.29		0.235		0.017		0.038		860,000.00

		Email_1_random

		Sess		0		1S1		D(un)		QD		AD		TD		MAC Collision

		20		0.282		0.28		0.102		0.056		0.007		0.039		65,100.00

		16		0.351		0.35		0.118		0.072		0.007		0.039		89,000.00

		12		0.458		0.454		0.124		0.076		0.008		0.04		137,500.00

		10		0.558		0.554		0.148		0.109		0.008		0.041		215,000.00

		8		0.667		0.657		0.211		0.16		0.009		0.042		344,000.00

		7.1		0.741		0.736		0.26		0.208		0.01		0.043		472,000.00

		6.5		0.825		0.8		0.35		0.296		0.012		0.043		644,000.00

		6.3		0.876		0.837		0.544		0.488		0.013		0.043		765,300.00

				0.28		0.121				0.28		0.11				0.28		0.102

				0.36		0.155				0.377		0.116				0.35		0.118

				0.55		0.3				0.47		0.131				0.454		0.124

				0.65		0.66				0.565		0.14				0.554		0.148

				0.76		1.324				0.736		0.203				0.657		0.211

				0.812		3.23				0.8		0.29				0.736		0.26

																0.8		0.35

																0.837		0.544

						Simple		Recency		Idle_AICH

				0.28		0.121		0.11		0.102

				0.35						0.118

				0.36		0.155

				0.377				0.116

				0.454						0.124

				0.47				0.131

				0.55		0.3

				0.554						0.148

				0.565				0.14

				0.65		0.66

				0.657						0.211

				0.736				0.203		0.26

				0.76		1.324

				0.8				0.29		0.35

				0.812		3.23

				0.837						0.544

		Impact of increasing the packet inter-arrival time

		Idle-random, 480 bytes, 16 CPCH channels (4 @384 ksps, 4 @ 144 ksps, 4@ 64 ksps)

		Packet Inter-arrival value 200

		email_3_random

		Sess						D(un)		QD		AD		TD		MAC Collision

		20		0.275		0.273		0.067		0.022		0.007		0.038		61,600

		16		0.329		0.326		0.074		0.028		0.007		0.039		81,900

		10		0.47		0.467		0.076		0.029		0.008		0.04		152,700

		8		0.558		0.554		0.079		0.031		0.008		0.041		233,300

		7		0.616		0.61		0.091		0.041		0.009		0.042		300,000

		6.5		0.656		0.647		0.142		0.091		0.009		0.042		345,300

		6.3		0.681		0.673		0.112		0.061		0.009		0.042		388,000

		4.95		0.819		0.79		0.178		0.123		0.012		0.043		637,000

		4.9		0.867		0.824		0.205		0.148		0.014		0.043		746,700

				Scenrios I-J: Comparison of idle-random method and the recency method for 30 ms packet inter-arrival time, 480 bytes, 6 CPCH @384 ksps:

				Scenario I: Idle-random case:

								D(e-e)						Idle_AICH		Recency

				0.34		0.33		0.3				0.33		0.3

				0.44		0.42		0.338				0.335				0.36

				0.53		0.5		0.375				0.42		0.338		0.375

				0.65		0.7		0.43				0.5		0.375

				0.95		0.76		0.92				0.583				0.55

												0.7		0.43

				Scenario J: recency table case:								0.76		0.92		1.73

								D(e-e)

				0.36		0.335		0.36

				0.45		0.42		0.375

				0.67		0.583		0.55

				0.97		0.76		1.73
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