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1. Introduction
Based on the study outcome of Rel-18 SI on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], the corresponding normative work item is approved to introduce the specification support for the aspects of AI/ML general framework and two use cases (i.e., beam management and positioning accuracy enhancements) [2]. 
Furthermore, the study objectives with corresponding checkpoints in RAN#105 (Sep ‘24) particularly on the two sub-use cases of CSI feedback enhancements are provided [2]. From RAN4 perspective, it is tasked to further analyze the various testing options for two-sided models, i.e., particularly related to the use case of CSI compression among all (sub-)use cases discussed in Rel-18 study item. 
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis


Based on the outcome of the study objectives captured in TR 38.843 [1], we would like to discuss on testability and interoperability issues for AI-CSI use case in this contribution. 

2. Rel-19 RAN4 scope for CSI feedback enhancement
Since the benefit of the new AI-CSI scheme has not yet been confirmed in the Rel-18 study item, and particularly the appropriate trade-off between performance gain and complexity/overhead has not yet been accepted as common understanding, the RAN1 study objectives on both CSI compression and CSI prediction are provided for checkpoints in RAN#105 (Sept ’24) to confirm or disconfirm both use cases. 
	· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


It should be very clear that it is RAN1’s responsibility to investigate the potential performance gain (with the reasonable trade-off between performance and complexity/overhead), and to identify the necessary mechanism/procedure to support the AI/ML operation (together with RAN2 from signalling perspective). It is obviously out of RAN4’s scope to identify the performance gain of any particular use case which could be used as justification to confirm/disconfirm this use case to be included in the normative work in Rel-19. 
Observation 1: It is out of RAN4’s scope to identify the performance gain of any particular use case which could be used as justification to confirm/disconfirm this use case to be included in the normative work in Rel-19.
From RAN4 perspective, the scope particularly concerning to CSI feedback enhancement shall only be related to the following highlighted objective on two-sided model (since CSI compression is the only use case for two-sided model), at least before any CSI use case is confirmed at the checkpoints in RAN#105 (Sept ’24). 
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis


Proposal 1: The RAN4 work scope related to CSI feedback enhancement shall only be related to the testability and interoperability objectives on two-sided model, at least before any CSI use case is confirmed at the checkpoints in RAN#105 (Sept ’24). 

3. Discussion on CSI compression
3.1 Further clarification on test decoder Option 4
In the Rel-18 study item, RAN4 extensively discussed the four options of test decoder, which differ in the entity providing the test decoder. Particularly for Option 4 (TE vendor provides the decoder), the following clarifications on Option 4 are provided in TR 38.843 [1] as follows
	For option 4, the following aspects should be considered
· TE vendor should be able to develop the decoder based on the specifications
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance
· Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
· Candidate parameters/conditions that may be considered for defining test decoder include
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
· Other parameters are not precluded and to be further discussed. 
· Note: Feasibility of definition of parameters needs further investigated.
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs. TE vendor should be able to implement the test decoder for Option 4 without any involvement from another party. If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.
Further clarifications and analysis of the four options of test decoder are included in Table 7.3.2.3-1. It is assumed that for Option 4 the TE vendors can implement the decoder just based on the specifications (no other party involved). The table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed. 



Although it is clearly that for Option 4 the TE vendors can implement the decoder just based on the specifications (no other party involved), however it is still not clear whether/how DUT vendors (i.e., UE manufactures) can collaborate with TE vendors for encoder development.  
[image: ]
Figure. 1 Illustration of Option 4 (the necessity of TE-specific expertise for decoder development)
As illustrated in the above figure, TE vendors may or may not need additional expertise (or information) to develop test decoder, but highly depending on the final adopted parameters/conditions in 3GPP specification. Our understanding is as long as training data set (including enough amount of data for raw CSI and compressed bit strings) available in 3GPP standard for TE decoder training, it is possible for both TE and DUT vendors to develop test decoder and interoperable encoder. 
Observation 2: As long as training data set (including enough amount of data for raw CSI and compressed bit strings) available in 3GPP standard for TE decoder training, it is possible for both TE and DUT vendors to develop test decoder and interoperable encoder.
Furthermore, IP issues also exist for the TE vendor developed test decoder, so it could be difficult for TE vendor to share the test decoder to DUT vendors and infra vendors. To facilitate other vendors (DUT vendors and infra vendors) to be able to develop such a decoder that can deliver similar performance, the standardized data set for training could be helpful.
In other words, if the training data set (including enough amount of data for raw CSI and compressed bit strings) is available in 3GPP standard, Option 4 can be regarded as the standardized training data set, compared with Option 3 with standardized test decoder itself. 
Observation 3: If the training data set (including enough amount of data for raw CSI and compressed bit strings) is available in 3GPP standard, Option 4 can be regarded as the standardized training data set, compared with Option 3 with standardized test decoder itself.
Accordingly, we would like to provide the following proposal to clarify option 4: 
Proposal 1: For Option 4, 
- It is assumed that TE vendor will not share decoder to other vendors (DUT and/or infra vendors);
- Parameters that need to be specified for defining test decoder shall include:
       Training data set for TE decoder training, including enough amount of data for raw CSI and compressed bit string. 

3.2 Test decoder options comparison
For the comparison of test encoder/decoder options, RAN4 achieved further agreement in RAN4#109, which is provided as below (highlighted as green texts). For the remaining parts of this comparison, we would like to provide our input as below. 
Proposal 2: The following clarification of options are provided for option 1-4 test decoder for 2-sided model (except the green highlighted part for existing agreement). 
Table 1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined
Training data set, specified in 3GPP standard (Proposal 1)

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	Type 1 
(Joint training of encoder/decoder 
at UE-sided)

	Type 2 or Type 3 (NW first)
(offline collaboration available between UE and gNB vendors is required)

	No collaboration required (test decoder is standardized and open to DUT vendors)
	No collaboration required, and procedure is similar to Type 3 (NW first) 
(the dataset is standardized already and actually no collaboration between TE and DUT vendors needed)

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
Procedure needs to be clarified
(During this verification in particular condition, performance shall be guaranteed based on a reference encoder also provided by decoder vendor)
	FFS
Procedure needs to be clarified
(During this verification in particular condition, performance shall be guaranteed based on a reference encoder also provided by decoder vendor)
	FFS
Not applicable
	FFS
Not applicable

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	No
(Can’t reflect real deployment since no evidence shown that BS vendors will adopt decoder provided by UE vendors)
	Yes or Maybe
(Depends on relevant collaboration is available in the real deployment)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)
	Maybe
(Depends on whether specified data set for training can reflect decoder in the field)

	TE requirements to deploy the decoder (e.g., training, complexity, interopereatbility)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	Yes
(Disclosure of UE vendor designed IP during testing)
	Yes
(Disclosure of BS 
vendor designed IP during testing)

	No
	No

	Applicability to different scenarios/conditions/ configurations
	Yes, if UE vendors can provide different test decoders accordingly
	Yes, if BS vendors can provide different test decoders accordingly
	Yes, if 3GPP can specify different test decoders accordingly
	Yes, if 3GPP can specify different training data set for different scenarios/conditions
/configurations
accordingly

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	Not sure which is different from the row of “Complexity of testing for the ecosystem”, propose to remove this row. 

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	Friendly to SOTA, but depends on gNB can adopt the newly developed decoder by UE in practice
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with gNB developed decoder before pushing to UE
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with standardized reference decoder before pushing to UE
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with TE developed decoder before pushing to UE

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	Reference decoder/encoder for defining the requirement needs separate discussion in RAN4
	Reference decoder/encoder for defining the requirement needs separate discussion in RAN4
	Encoder can be developed individually be vendors for performance alignment in RAN4
	Encoder can be developed individually be vendors for performance alignment in RAN4

	Whether model transfer/delivery is needed during the test procedure
	No 
(Test decoder is provided by UE vendors before the test procedure)
	No 
(Test decoder is provided by gNB vendors before the test procedure)
	No 

	No 




We have provided our observations on Option 1-4 in the above table, which are suggested to be further captured in Table 7.3.2.3-1 in TR38.843 [1]. Beyond the above observations, from the feasibility perspective of the offline training, we observed: 
   - For Option 1: the reference decoder is totally known to the vendor of the encoder (i.e., UE vendors for CSI compression use case), therefore there is no feasibility and implementation issue for UE vendor to have an offline training for the AI/ML encoder with the known reference decoder. 
   - For Option 2: Since the reference decoder is provided by the vendor of the decoder (i.e., gNB vendors for CSI compression use case), and it is still not clear to us that whether/how gNB vendors shall/will share their reference decoder to UE vendors for training. In short, the feasibility of training is questionable if gNB vendor can’t provide test model to UE vendor. 
   - For Option 3: Since the reference decoder is fully specified, the problem mentioned in above Option 1, i.e., there is no feasibility and implementation issue for UE vendor also exists for Option 3. Furthermore, full specified reference decoder may not be future-proof manner considering the development of AI/ML network backbone and others. 
   - For Option 4: As discussed in previous Section 3.1 and the feasibility could depend on whether or not the training data set for TE decoder training is specified. 
Observation 4: Among 4 options to derive test decoder, the feasibility of offline training for DUT vendor to obtain encoder can be confirmed for Option 1, 3 and 4 (where Option 4 needs further clarification). 

Particularly for the three types of collaborations for two-sided model use case: Two-sided models can be developed either by a single vendor (Type 1) or by two or more vendors through collaboration (Type 2 and 3). From RAN1 perspective, in all the three types, the two-sided models can be either developed in an offline setup or online setup, for one-to-one training point of view, offline Type 2 training have the same outcome as Type 1 training. From RAN4 perspective, considering the RAN4 agreement that “Study of tests for online training procedures are de-prioritized”, RAN4 just need to focus on offline training manner based on existing agreement of de-prioritization on the online training in which the collection of training inputs (data, gradient values etc.) is via the air-interface, which means Type-2 collaboration can be excluded in Rel-18 RAN4 discussion. 
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Figure 2: Illustration of three types of training collaboration for two-sided model

Observation 5: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the test model for two-sided model test implementation. 
For Option 2, depending on the test decoder can be provided to UE for model design, we observed that it could match with collaboration type 2 and type 3 (NW first), but offline collaboration available between UE and gNB vendors is required. Particularly for Option 4 (with training data set for TE decoder training), the procedure for UE vendor to develop encoder could be similar to Type 3 (NW first) collaboration, i.e., encoder is developed based on the data set including enough amount of data for raw CSI and compressed bit string. Based on our analysis, the following observation can be reached:  
Observation 6: Among 4 options to derive test decoder: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by BS vendors directly;
   - Option 2 (if offline collaboration is available between UE and gNB vendors) can be regarded to match with Type-2 or Type-3 training collaboration. 
   - Option 3 don’t need any training collaboration since test decoder is fully specified. 
   - Option 4 don’t need any training collaboration, but the training by DUT vendors is similar to Type-3 training collaboration. 

Considering the pros and cons of four options to provide the test decoder, we see the possibility to exclude Option 1 and Option 2 as the conclusion in TR 38.843. 
Proposal 3: To further study the testability and interoperability of four options to derive test decoder:
  - Option 1 shall be precluded because it can’t reflect any real deployment;
  - Option 2 shall be precluded because it involves extensive effort required for multiple test decoders by different gNB vendors, and the required additional burden for decoder verification;
  - Option 3 and 4 (with training data set specified for TE decoder training) can be adopted.  

4. Discussion on CSI prediction
As we proposed in Proposal 1, the RAN4 work scope related to CSI feedback enhancement shall only be related to the testability and interoperability objectives on two-sided model, at least before any CSI use case is confirmed at the checkpoints in RAN#105 (Sept ’24). For CSI prediction, we have not yet identified any use case-specific issues on testability and interoperability, therefore we suggest the discussion on CSI prediction specific issue is only started after RAN-P confirm this use case for normative work. 
Observation 7: For CSI prediction use case, there is no use case-specific issues on testability and interoperability identified. 
Proposal 4: RAN4 start the discussion on CSI prediction-specific issue only after RAN-P confirmed this use case for normative work.

5. Conclusion
In this contribution, we provided our viewpoints on the on the interoperability and testability aspects for AI-CSI use case, accordingly the following observations and proposals are obtained: 
General RAN4 Scope for AI-CSI
Observation 1: It is out of RAN4’s scope to identify the performance gain of any particular use case which could be used as justification to confirm/disconfirm this use case to be included in the normative work in Rel-19.
Proposal 1: The RAN4 work scope related to CSI feedback enhancement shall only be related to the testability and interoperability objectives on two-sided model, at least before any CSI use case is confirmed at the checkpoints in RAN#105 (Sept ’24). 
Interoperability and Testability issues for CSI compression use case:
Observation 2: As long as training data set (including enough amount of data for raw CSI and compressed bit strings) available in 3GPP standard for TE decoder training, it is possible for both TE and DUT vendors to develop test decoder and interoperable encoder.
Observation 3: If the training data set (including enough amount of data for raw CSI and compressed bit strings) is available in 3GPP standard, Option 4 can be regarded as the standardized training data set, compared with Option 3 with standardized test decoder itself.
Proposal 1: For Option 4, 
- It is assumed that TE vendor will not share decoder to other vendors (DUT and/or infra vendors);
- Parameters that need to be specified for defining test decoder shall include:
       Training data set for TE decoder training, including enough amount of data for raw CSI and compressed bit string. 
Proposal 2: The following clarification of options are provided for option 1-4 test decoder for 2-sided model (except the green highlighted part for existing agreement). 
Table 1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined
Training data set, specified in 3GPP standard (Proposal 1)

	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	Type 1 
(Joint training of encoder/decoder 
at UE-sided)

	Type 2 or Type 3 (NW first)
(offline collaboration available between UE and gNB vendors is required)

	No collaboration required (test decoder is standardized and open to DUT vendors)
	No collaboration required, and procedure is similar to Type 3 (NW first) 
(the dataset is standardized already and actually no collaboration between TE and DUT vendors needed)

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long a the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
Procedure needs to be clarified
(During this verification in particular condition, performance shall be guaranteed based on a reference encoder also provided by decoder vendor)
	FFS
Procedure needs to be clarified
(During this verification in particular condition, performance shall be guaranteed based on a reference encoder also provided by decoder vendor)
	FFS
Not applicable
	FFS
Not applicable

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	No
(Can’t reflect real deployment since no evidence shown that BS vendors will adopt decoder provided by UE vendors)
	Yes or Maybe
(Depends on relevant collaboration is available in the real deployment)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)
	Maybe
(Depends on whether specified data set for training can reflect decoder in the field)

	TE requirements to deploy the decoder (e.g., training, complexity, interopereatbility)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	Yes
(Disclosure of UE vendor designed IP during testing)
	Yes
(Disclosure of BS 
vendor designed IP during testing)

	No
	No

	Applicability to different scenarios/conditions/ configurations
	Yes, if UE vendors can provide different test decoders accordingly
	Yes, if BS vendors can provide different test decoders accordingly
	Yes, if 3GPP can specify different test decoders accordingly
	Yes, if 3GPP can specify different training data set for different scenarios/conditions
/configurations
accordingly

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	Not sure which is different from the row of “Complexity of testing for the ecosystem”, propose to remove this row. 

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	Friendly to SOTA, but depends on gNB can adopt the newly developed decoder by UE in practice
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with gNB developed decoder before pushing to UE
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with standardized reference decoder before pushing to UE
	Friendly to SOTA, as long as new AI model (for encoder part) is tested with TE developed decoder before pushing to UE

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	Reference decoder/encoder for defining the requirement needs separate discussion in RAN4
	Reference decoder/encoder for defining the requirement needs separate discussion in RAN4
	Encoder can be developed individually be vendors for performance alignment in RAN4
	Encoder can be developed individually be vendors for performance alignment in RAN4

	Whether model transfer/delivery is needed during the test procedure
	No 
(Test decoder is provided by UE vendors before the test procedure)
	No 
(Test decoder is provided by gNB vendors before the test procedure)
	No 

	No 




Observation 4: Among 4 options to derive test decoder, the feasibility of offline training for DUT vendor to obtain encoder can be confirmed for Option 1, 3 and 4 (where Option 4 needs further clarification). 
Observation 5: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the test model for two-sided model test implementation. 
Observation 6: Among 4 options to derive test decoder: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by BS vendors directly;
   - Option 2 (if offline collaboration is available between UE and gNB vendors) can be regarded to match with Type-2 or Type-3 training collaboration. 
   - Option 3 don’t need any training collaboration since test decoder is fully specified. 
   - Option 4 don’t need any training collaboration, but the training by DUT vendors is similar to Type-3 training collaboration. 
Proposal 3: To further study the testability and interoperability of four options to derive test decoder:
  - Option 1 shall be precluded because it can’t reflect any real deployment;
  - Option 2 shall be precluded because it involves extensive effort required for multiple test decoders by different gNB vendors, and the required additional burden for decoder verification;
  - Option 3 and 4 (with training data set specified for TE decoder training) can be adopted.  
Discussion on CSI prediction use case:
Observation 7: For CSI prediction use case, there is no use case-specific issues on testability and interoperability identified. 
Proposal 4: RAN4 start the discussion on CSI prediction-specific issue only after RAN-P confirmed this use case for normative work.
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