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Introduction

In RAN #102 meeting, the WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	Testability and interoperability [RAN4]: 

Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 

Relation to legacy requirements

Performance monitoring and LCM aspects considering use-case specifics

Generalization aspects 

Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)

UE processing capability and limitations

Post-deployment validation due to model change/drift


 This contribution provides discussion on generalization.

Discussion  
According to Rel-18 discussion, the goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:

details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality

what the minimum level performance for each identified scenario and/or configuration is

what the significant degradation for other scenarios and/or configurations is

One of issues to be further discussed is what  the minimum level performance for each identified scenario and/or configuration is. The goal is that the performance won’t be significantly degraded in other scenarios and/or configurations. It is necessary to discuss how to decide other scenarios and/or configurations, for example, how many other scenarios and/or configurations is enough to guarantee the generalization, and which scenarios and/or configurations can be used to test the generalization.

Based on RAN1 evaluation, generalization is impacted by many factors. In high level, according to TR 38.843, deployment scenarios, UE distributions, carrier frequency,  TxRU mappings are considered for generalization of CSI compression. And CSI payload sizes,  Tx port numbers, are considered for scalability evaluations for CSI compression. For beam management, the performance is impacted by deployment scenarios, UE mobility, etc. Similar situation for positioning. It seems difficult to decide the scenarios and/or configurations used for generalization. On one hand, if we consider all the impacted factors into account, the number of tests may be huge. On the other hand, if the number of tests is limited to reduce the test burden, it is doutful whether generlization is verified well.  
According to RAN1 discussion [2], for AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. It can be seen that UE will report the supported configurations  for a certain model/functionality. The scenarios and/or configurations for generalization can be decided based on the supported configuration reported by UE. 
Proposal 1: for UE-side models and/or UE-part of two-sided models, it is proposed that the scenarios and/or configurations used for generalization can be decided based on the supported configuration reported by UE.

As for what the minimum level performance for each identified scenario and/or configuration is, in our view, it is the performance requirements for inference. In Rel-18 RAN4 discussion, following are considered for the definition of AI/ML requirements.

For the cases with the existing legacy performance 

Take the legacy performance as baseline for existing use cases/procedures/functionalities /measurements that are to be enhanced by AI/ML based methods

Further study may be needed on what is baseline performance in conditions different to the requirement condition but within the expected range of operation.

New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods

For the cases without the existing legacy performance

New performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are carried out or are to be enhanced by AI/ML based methods

The reuqirements/tests metrics are discussed in Rel-18, and there are candidate options for beam management, positioning, CSI, respectively, which can be further discussed in Rel-19. No need to duplicate the discussion in generlization.

Proposal 2: for generalization, it is proposed to take the requirements for inference as the minimum level performance for generlazation. 
Conclusion

This contribution provides discussion on  generalization. The proposals are:

Proposal 1: for UE-side models and/or UE-part of two-sided models, it is proposed that the scenarios and/or configurations used for generalization can be decided based on the supported configuration reported by UE.

Proposal 2: for generalization, it is proposed to take the requirements for inference as the minimum level performance for generlazation. 
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