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1. Introduction
Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The application of AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air.
This work item provides normative support for the general framework of AI/ML concerning air interfaces. It also enables the implementation of recommended use cases outlined in the previous study. Furthermore, several study objectives within this project aim to address outstanding issues identified during the study, with the goal of enhancing understanding in preparation for future normative effort.
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [2]
[bookmark: _Hlk130824939]In this contribution, we provide our viewpoints on some of the interoperability and testability aspects for AI/ML for NR air interface for CSI compression and prediction. 
2. Discussion
2.1 Test encoder/decoder option 4
In the latest TR 38.843 the option 4 for decoder source for two-sided model test is discussed and the following agreements have been captured: 
For option 4, the following aspects should be considered
-	TE vendor should be able to develop the decoder based on the specifications
-	Test repeatability should be ensured (variation among TE vendor implementations should be bound)
-	Other vendors should also be able to develop such a decoder and which can deliver similar performance
-	Interoperability should be ensured based on the parameters that need to be specified
-	Parameters that need to be specified are FFS
-	Candidate parameters/conditions that may be considered for defining test decoder include
-	Training data set for TE decoder training
-	Model structure (Activation function is included in the model structure)
-	Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
-	Maximum FLOPs allowed for the test decoder
-	Maximum number/size of model parameters
-	Compression ratio of decoder (output size/input size)
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs. TE vendor should be able to implement the test decoder for Option 4 without any involvement from another party. If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.

Further clarifications and analysis of the four options of test decoder are included in the following Table captured in the TR. It is assumed that for Option 4 the TE vendors can implement the decoder just based on the specifications (no other party involved). The table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed. 
We provide our inputs to the Table below in the highlighted sections. More detailed discussions on these topics follows below. 
Table 7.3.2.3-1: Comparison of the four options of test decoder
	
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	DUT vendor
	Decoder vendor (infra vendor in case of testing UEs)
	RAN4 specifications
	TE vendor, decoder developed based on RAN4 specifications
The parameters that could be specified for implementing test decoder for option 4 by RAN4 are described in Proposal 1


	Source of decoder training data
	Up to DUT vendors (no need to be specified)
	Up to decoder implementer (infra vendor)
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

Proposal 2: RAN4 should investigate the adoption of a more adaptive strategy towards a standardized dataset and explore a collaborative approach involving multiple entities to gather training data for the test decoder targeting option 4.


	DUT vendor knowledge of the test decoder
	Full knowledge
	No or partial or enough or full knowledge based on alignment with infra vendors or specifications
	Full knowledge based on the specifications
	Partial knowledge – based on RAN4 specification
Possibility of no knowledge: If the TE jointly trains an encoder with the test decoder, the DUT could leverage the CSI feedback generated data, thus alleviating the need for DUT vendor knowledge of the test decoder

	Supported training collaboration type between DUT and decoder provider (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE

Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the model implementation can be similar enough between TE vendors
How to guarantee similarity in the TE implementation is addressed in our discussion below: Observation1-2 and Proposals 1-2

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used
	
	
	
	

	TE requirements to deploy the decoder (e.g., training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder is implemented by TE

Lower thank Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

Lower thank Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE

According to our discussion captured in the Observations/Proposals below only one decoder shall be implemented at the TE.
Higher than Option 3 in terms of that training at TE is required 

Note: How to ensure compatibility/ interoperability between TE and DUT needs further study
If TE builds the test decoder based on some RAN4 specifications and if there is an agreement on how to build a standardized dataset, the TE implementation variations will be bounded, thus ensuring interoperability (DUT performance is similar across TE vendors)

	Specification effort (defining test decoder and requirements)
	Low
	Low
	Highest

RAN4 needs to standardize the entire decoder
	High

RAN4 needs to study and may decide on what to standardize
RAN4 to standardize the test decoder by providing the necessary implementation specifications as well as adopting a framework to build a standardized training dataset 

	Confidentiality/ IP issues in the testing procedure (after specs are published)
	
	
	No
	No

	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	Complexity of testing for the ecosystem
	Testing the encoder at DUT

Higher than  Option 3/4 

Need for interaction between TE vendor
	Testing the encoder at DUT

Higher than Option 3/4 

Testing complexity higher also than Option 1
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT

Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than Option 3/4 

FSS compared to Option 2
	Higher than Option 3/4 

FSS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA (state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder (used by RAN4 to define the performance requirements) for defining the requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
	
	
	
	



For Option 4, the decoder is developed by each TE vendor and test repeatability should be ensured. In order to bound the AI/ML output variation within certain range, some parameters of the test decoder should be specified. That is, sufficient information should be captured in the specification of the decoders to enable reliable and repeatable testing. An encoder that can pass on one TE will be able to pass on another TE and provide similar performance with a gNB whose decoder is trained in a similar manner. Adopting this option eliminates the necessity for passing a decoder between vendors, allowing each vendor to independently design their own decoder according to the specification.
A number of questions need to be answered to ensure the feasibility of option 4.  
(1) What is the sufficient information in the decoder specification that need to be captured such that decoders can be trained in a way that enable repeatable testing and reliable performance in all deployment scenarios can be achieved?
(2) What is the source of training data, and is it feasible for the specified training dataset to bound the variations in TE implementations/performance, reduce model mismatches and guarantee generalization in real deployment? 
In this contribution we are trying to provide some answers to the questions above for option 4. Our comments and suggestions are captured in Table 7.3.2.3-1 in the highlighted text.
For the decoder specification it's essential to consider several key metrics commonly used in AI/ML algorithms to gauge processing capability. These metrics include FLOPs and the quantity/size of parameters, which evaluate computational complexity and the memory needed by AI/ML models, respectively. Additionally, specific parameters like model type and structure and activation functions might also require explicit specification.
Observation 1: To bound the variations in the TE implementations for the encoder/decoder for option 4, some parameters of the module structure should be specified by RAN4. 
Proposal 1: The following parameters may be specified for test decoder for option 4 by RAN4:
· Model type (backbone: CNN, Transformer, MLP, etc) 
· Model structure (depth, width, etc)
· Activation functions
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of parameters
· Others
Option 4 for test decoder dictates that the TE should be able to implement the decoder based on some specifications. Our understanding of implementing the test decoder is that the AI/ML model architecture (layers, activations, normalization, etc) as well as their respective numerical weights are fully designed. The later, would require a training dataset. 
For the source of the training dataset for the RAN4-specified test decoder there is a consideration of constructing a standardized data set or specifying some parameters to help develop such a dataset. If a data set used for training the test decoder is specified, vendors (both TE and infra-vendors) can develop a test decoder which can deliver similar performance, reduce the output variation and ensure repeatability, This decision holds significant weight as the dataset substantially influences the performance of AI/ML models, typically tailored to specific scenarios. However, should RAN4 opt to define dataset(s) for the specified decoder, multiple datasets for varying scenarios might emerge. Yet, a pertinent issue arises: new AI/ML algorithms or scenarios might struggle to meet performance expectations if the dataset(s) become outdated.
RAN1 relies on results derived from 3GPP statistical channel models, lacking conclusions regarding how performance can be assured in real-world measurements. As a result, there's uncertainty regarding the essential metrics or methodologies needed to achieve consistent performance across various deployment scenarios.
Observation 2: There are multiple issues with the adaptation of a standardized training dataset. The issues range from providing multiple training datasets, to dataset obsolescence and generalizability concerns in real deployment. 
A type 3 training can be used at the TE to train the test decoder. With type 3 training the test decoder could be trained with a dataset consisting of CSI target and feedback CSI data  starting with UE side training first as shown in the Fig 1. During step 1 of UE first type 3 training, the first vendor initiates by training an autoencoder. Subsequently, at step 2, the first vendor shares a dataset with a second vendor. This dataset typically comprises pairs of encoder outputs, which are quantized akin to a CSI report, along with target CSI, which is sourced from the first decoder's output. Moving to the third step, the objective for the second vendor is to train a decoder that aligns with the encoder developed by the first vendor.
If we opt to specify the training dataset as the  generated at step 1 there will be the following concerns: 
· In the TR, RAN1 notes a decline in performance when comparing the originally trained model with the type-3 trained model. The implications of this decline for the dependable reproducibility of a test, as well as its adequacy in ensuring reliable performance, remain uncertain. 
· The observed performance loss appears to be more pronounced when the backbones (such as general architectures like fully connected, CNN, Transformer, variations of autoencoders) differ compared to when they remain the same. Consequently, there is ambiguity regarding the extent of flexibility available for training different decoders, both from the TE vendor and the infrastructure vendor perspectives.
· The source of the labeled training data {V, c} could originate from different UE encoders (since it is UE first training). RAN1 observes even more significant deterioration, and in some cases, catastrophic deterioration, when the dataset used to train a decoder originates from multiple trained encoders.
· What would be the source of training data? Is it up to RAN 1 or RAN 4 to provide the source of the training data? 
Therefore, there is currently no definitive answer regarding how or what elements must be captured to attain reliable performance across all deployment scenarios. 
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Fig. 1: Training data for test decoder (option 4) with type 3 training 
Observation 3: There are performance issues if the training of test decoder 4 is done with type 3 training. The performance loss depends on the discrepancy between the backbones of encoder and decoder, and if the training dataset consists of a diverse dataset from multiple trained encoders. There is currently no definitive answer regarding how or what elements must be captured to attain reliable performance across all deployment scenarios. 
To mitigate some of these challenges, one approach is to jointly train the test decoder with a TE implemented UE encoder (proxy Encoder). This means that both the encoder and decoder will be implemented using TE type 1 training. 
The source of training data could be designed to be more flexible than a standardized dataset by employing a cooperative approach where diverse datasets are being collected to provide a mixture of training data that could aid the generalization ability of the models. 
A database of measurements can be sourced at the TE side, where data from statistical models, infrastructure vendors, UE vendors, and TE vendors are aggregated and utilized to train both the proxy encoder and decoder within the TE framework.
A subsequent type 3 training could be employed by leveraging the CSI feedback generated data from TE’s proxy encoder to aid the UE encoder (DUT) training. Multiple databases can be built depending on different scenarios/configurations. For testing generalizability, the encoder/decoder could be trained with one database (configuration #A) and tested with a different database (configuration %B). 
If the training data are sourced from UE/gNB at TE, and similar data are used to train the NW decoder for real deployment, mismatches with real deployment could be alleviated.
Consequently, there is a need for defining an adaptive framework towards a standardized dataset for the specified test decoder. Sourcing data from UE/gNB vendors or relying on TE implementation might offer a more adaptive and flexible approach, circumventing potential issues associated with dataset obsolescence.
Proposal 2: RAN4 should investigate the adoption of a more adaptive strategy towards a standardized dataset and explore a collaborative approach involving multiple entities to gather training data for the test decoder targeting option 4.
3. Conclusion
In conclusion the following observations and proposals were discussed in this contribution:
Observation 1: To bound the variations in the TE implementations for the encoder/decoder for option 4, some parameters of the module structure should be specified by RAN4. 
Observation 2: There are multiple issues with the adaptation of a standardized training dataset. The issues range from providing multiple training datasets, to dataset obsolescence and generalizability concerns in real deployment. 
Observation 3: There are performance issues if the training of test decoder 4 is done with type 3 training. The performance loss depends on the discrepancy between the backbones of encoder and decoder, and if the training dataset consists of a diverse dataset from multiple trained encoders. There is currently no definitive answer regarding how or what elements must be captured to attain reliable performance across all deployment scenarios. 
Proposal 1: The following parameters may be specified for test decoder for option 4 by RAN4:
· Model type (backbone: CNN, Transformer, MLP, etc) 
· Model structure (depth, width, etc)
· Activation functions
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of parameters
Proposal 2: RAN4 should investigate the adoption of a more adaptive strategy towards a standardized dataset and explore a collaborative approach involving multiple entities to gather training data for the test decoder targeting option 4.
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