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Introduction

At RAN WG4 #10 in San Jose, Agilent Technologies raised the issue of the confidence of receiver tests, specifically, in 25.141, whether or not 30,000 bits was sufficient to yield results with an acceptable uncertainty (95%?). Since then, we have investigated the issue further and have made the following observations in 25.141. (Some of the observations may also apply to other test specifications e.g. 25.142, 34.121 and 34.122):

Current situation in 25.141

1. Only some of the BER tests and none of the BLER tests specify how many bits or blocks to test over.

2. 25.141 section 8.1 “Performance Requirements, General” states:

“ All Bit Error Ratio (BER) and Block Error ratio (BLER) measurements shall be carried out according to the general rules for statistical testing defined in ITU-T O.153.”
O.153 is an ITU-T recommendation “Basic parameters for the measurement of error performance at bit rates below the primary rate”. It would be hoped therefore that this document would provide the necessary statistical justification to define how long the BER and BLER tests should be to ensure a specific confidence level.

The relevant section of O.153 states:

8 Error measurements and error evaluation

8.1 Bit error measurements

The range for error ratio measurements shall be 10–2 to 10–7. The measurement time shall be sufficiently long to achieve accurate results.

Unfortunately, it can be seen from the above that O.153 is not providing any added value with regard to the statistics of the measurements as indicated in 25.141 section 8.1.

Confidence interval testing in IS-98-C for IS95 mobiles

The situation for IS95 is considerably more advanced than for 3GPP. Appended is Annex A of IS-98-C which introduces the “confidence interval testing“ approach used for IS95 mobiles. Apart from providing statistical confidence, confidence interval testing has the added benefit that intermediate results are used to adaptively adjust the length of the test to ensure the desired confidence level is achieved. This means that equipment that has very good performance can be tested in much shorter times. This may have considerable benefits for some of the more time-consuming tests such as blocking.

The principle of the process is that individual frame errors and independent and follow the properties of a Poisson process. The error distribution function is developed by considering the sum of inter-arrival times of Poisson events with an exponential distribution. With knowledge of this distribution, the results from a short observation can be used to determine actual error rate with a particular level of confidence.

It is proposed that confidence interval testing is adopted within 3GPP for BLER measurements in order to determine appropriate measurement periods, and RAN WG4 is asked to approve this in principle prior to further detailed proposals being developed.

Consideration of BER confidence limits

Assuming that the BLER case can be handled in a similar fashion to IS-95, this still leaves the issue of a statistical basis for the length of BER tests. The definition of sensitivity performance has been done using BER rather than. The reason for this is not clear since system performance will be largely determined by BLER, however, BER has been the basis for large amounts of simulation, and it would not be feasible to repeat this in its entirety for BLER.

Unfortunately, it is not possible to directly apply the IS-95 approach for confidence limits to BER testing. The reason is that the underlying assumption confidence interval testing is that each error is assumed to be an independent event and can be modeled by a Poisson process. But it is clear in 3GPP system performance, that one bit error is not an independent event.

For example, if we apply the 0.1% BER limit to the 244 bit user frame, it would be expected that there would be on average 0.244 bit errors per frame. This translates to an FER of 24.4%, which illustrates the point.

If is necessary therefore to determine how individual bit errors are clustered into independent error events before confidence interval testing can be applied. There exist mathematical models that predict the BER of a QPSK demodulator in the presence of gaussian noise. However, the introduction of 1/3 rate convolutional encoding and the subsequent viterbi decode process, makes this relationship very complex. For all practical purposes it only becomes realistic to predict an upper bound to the BER and not an accurate value.

Simulations are being run to turn on both BER and BLER counters for specific system scenarios. This should provide some empirical data to relate BER to BLER. In the meantime, if we were to make a rather blunt assumption that 1% BLER equated to 0.1% BER, then using the example above, it assumption would suggest that bit errors occur in “packets” of 24.4. This would transform the 0.1% BER requirement into something around 0.0041%. This figure could then be used in the confidence interval testing model for determining the measurement period.

Conclusion

Clearly the BER / BLER relationship needs more study before confidence interval testing.  However, it would seem that confidence interval testing could be applied for 3GPP performance requirements that are based on BLER. The benefit would be known confidence and minimised test times.

Extract from IS-98-C

ANNEX A CONFIDENCE INTERVAL

(Normative)

A.1 Confidence Level of Error Rate

When it is required that an error rate (e.g. FER or MER) of a given test be less than a specified value with confidence level C, the procedure for a one-sided confidence limit is applied. This procedure assumes that all errors occur independently, resulting in a Poisson distribution of errors during the test. Since test procedures do not specify either the test duration or the number of errors that are allowed, the error rate at the specified confidence level is computed after the test is completed. Alternatively, if sufficiently few errors occur during the test, the test may be halted when the desired confidence level on the error rate is achieved. 

In order to have a confidence level C that the true error rate is less than the specified error rate, the measured error rate shall be less than

p’ = 2pk/2(C,2k),

where p’ is the measured error rate, p is the specified error rate, and k is the number of errors that occur during the test. In this expression, 2(, n) is the value x such that P(X > x) = , where X is a chi-squared distributed random variable with n degrees of freedom. Values for 2(, n) can be found in various tables. Equivalently stated, satisfying this expression means that the true error rate has probability C of being less than the specified error rate. 

Figure A.1-1 provides a curve of the demonstrated performance as a fraction of the targeted specification versus the number of errors measured in the test. The test duration can be determined by dividing the number of errors by the demonstrated error rate. From the figure, as the number of errors becomes large, the measured error rate becomes very close to the specified error rate. This means that if the true error rate is close to the specified error rate, the test time can become increasingly long. Figure A.1-2 provides a curve of maximum FER as a function of the number of frames tested for a specified FER of 0.01.

If no errors occur during a test, the test may be terminated when the test time is sufficient to ensure that the confidence level has been demonstrated for the specified error rate. This is done by assuming one error could have occurred at the end of the test, and by applying the criteria stated above with k = 1.
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