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1.	Introduction
RAN4 is currently working on a Rel-18 Study Item related to Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the objective to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1]. 
RAN4 has been tasked to study the interoperability and testability aspects for each use case. Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable, considering, if necessary, the need and implications for AI/ML processing capabilities definition. 
In RAN4#108, AI/ML moderator summary [1] indicated that, for 2-sided AI/ML models to be used for CSI compression, a table should be used to clarify the description of the options under consideration. Companies were invited to provide inputs based on the structure of this table in RAN4#108Bis. It was clarified that the table format was for the UE testing so similar table is needed for testing BS with replacing test decoder by test encoder. 
In this contribution, Keysight would like to share understanding of the AI/ML for NR air interface 2-sided model options under discussion.
[bookmark: OLE_LINK53]2. 	Discussion
2.1 Table for description of 2-sided model testing options
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 DUT vendor
	 NW vendor
	 Fully specified by RAN4
	 RAN4 partial specification + further development by TE vendors

	Source of decoder training data
	 DUT vendor
	 NW vendor
	Multiple companies during RAN4 specification process
	 RAN4 specification or TE vendors

	DUT vendor knowledge of the test decoder
	 Known
	 Unknown
	 Known
	 Partially known

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	 Type 1 (Joint training of the two-sided model at a single side/entity- UE)
	Type 3: Separate training at network side and UE side
Type 2: Joint training of the two-sided model at network side and UE side respectively De-prioritized in Rel-18?

	 During RAN4 specification process any of the training collaboration type might be used:
Type 1: Joint training of the two-sided model at a single side/entity
Type 3: Separate training at network side and UE side 
Type 2: Joint training of the two-sided model at network side and UE side respectively De-prioritized in Rel-18?

	 After RAN4 partial specification, TE vendor will need to perform the appropriate training:
Type 3: Separate training at network side and UE side 


	Test decoder verification procedure at TE and/or DUT
	Not needed for DUT
Needed for TE
	Recommended for DUT
Needed for TE
	Recommended for DUT
Needed for TE
	Recommended for DUT
Not Needed for TE

	Feasibility of test decoder verification procedure
	 For TE, not feasible unless DUT vendor share encoder, test decoder and data format to shape test data 
	 For DUT & TE, not feasible unless NW vendor share test decoder and data format to shape test data
	 Feasible, information will be available from RAN4 assumptions and conclusions.
	 For DUT vendor, not feasible unless TE vendor share test decoder and data format to shape test data

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	 Unless collaboration level Z used, there is a risk to have some model mismatch between real deployment and the models tested. 
Additionally, if scenarios are different from the scenarios considered during the training (generalization), there is a risk of performance gap.
	 This option minimizes the mismatch between real deployment and models tested. However, if scenarios are different from the scenarios considered during the training (generalization), there is a risk of performance gap.
	Assuming dataset used to produce RAN4 specified test decoder considers information generic enough to represent real deployments, test model defined by RAN4 should ensure acceptable AI/ML performance in the field.
Model mismatch between test decoder and AI/ML decoder used by actual NW network will ultimately depend on whether NW vendors used test decoder as baseline for their implementations. 
If scenarios are different from the scenarios considered during the training (generalization), there is a risk of performance gap.

	Assuming dataset used to produce RAN4 partially specified + TE vendors further developed test decoder considers information generic enough to represent real deployments, test model finally defined by TE vendor should ensure acceptable AI/ML performance in the field.
Model mismatch between test decoder and AI/ML decoder used by actual NW network is higher than in Option 3 unless TE vendors share the test decoder and data as baseline for their implementations. 
If scenarios are different from the scenarios considered during the training (generalization), there is a risk of performance gap.


	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	 TE will need to support a wide range of architectures/interfaces/algorithms (at least one per UE vendor).
TE Computational resources requirements should be defined.
No additional training required by TE vendor.
	TE will need to support a considerable range of architectures/interfaces/algorithms (at least one per infra vendor). 
TE Computational resources requirements should be defined.
No additional training required by TE vendor.
	 Single implementation required from TE vendor (just the fully specified test decoder in RAN4)
Training will be required during RAN4 specification of the test decoder.
	 Single implementation required from TE vendor (although requirements are required for the portion not defined in RAN4:  training and final complexity needs to be taken into account). TE vendor will be responsible for designing and training final test decoder.

	Specification Effort (e.g. test decoder)
	 Low
	 Low
	 High
	 Medium-high

	Confidentiality/IP issues
	DUT vendors disclosing test decoders might reveal indirectly details on their encoders, losing means to differentiate from competitors.
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing
	 NW vendors disclosing test decoders might reveal indirectly details on their decoders, losing means to differentiate from competitors.
Depending on means used to share test decoder, TE vendors might require integrating source code from third party, which could even require licensing
	 Depending on the source of data used for training the model to be specified, there might be confidentiality issues in this option. 
	  Depending on the source of data used for training the model to be specified, there might be confidentiality issues in this option.

	Applicability to different scenarios/conditions/ configurations
	 Applicable up to the extend defined by DUT vendor.
	 Applicable up to the extend defined by NW vendor.
	 RAN4 specification shall assume that test decoder is applicable to different scenarios/conditions/configurations.
	 RAN4 specification + further development from TE vendor shall assume that test decoder is applicable to different scenarios/conditions/configurations.

	Complexity of actual testing procedure for the ecosystem
	 Potentially, for each DUT, TE vendor will need to integrate its test decoder (if not leveraging from a previous design) before enabling test.
When executing test, DUT vendor will need to make a manufacturer declaration indicating the test decoder(s) they want to be tested against and for which scenarios (only one or more than one if the DUT is using different AI/ML models for different scenarios).
	 DUT will need to be tested against one or multiple test decoders provided by different NW vendors (manufacturer declaration?)
 Potentially, for each NW test decoder (or even test decoder update?), TE vendor will need to integrate its test decoder (if not leveraging from a previous design) before enabling test.

	 All DUT will be tested against a fixed set of test decoder(s): the one(s) specified by RAN4.
No additional TE integration required once initial implementation of the test system is completed.
	 All DUT are supposed be tested against equivalent TE vendor implementation of the test decoder (only one).
No additional TE integration required once initial implementation of the test system is completed.
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