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Introduction
[bookmark: _GoBack]In RAN4#108 meeting, RAN4 requirements for Rel-18 SI NR AI/ML has been discussed. However, a WF is proposed but it is not approved in that meeting. Few agreements are captured in the meeting report and other open issues, e.g., AI/ML model monitoring in life cycle management (LCM), test metrics for the AI/ML use cases, and interoperability and testing aspects like reference decoder selection for testing on two-side model, are captured in the topic summary [1], ad hoc minutes [2] and WF [3] which may need further discussion. In this paper, we would like to share our view in the following.
Discussion
LCM
In RAN4#108 ad hoc minutes, AI/ML LCM have been discussed and proposals are shown in the following. 
Issue 1-5:  Requirements for LCM 
· Proposals
· Option 1: Wait for progress in other working groups before further discussing any LCM related topics
· Option 2: Study 
· multi-sample involved performance evaluation
· multi-user involved performance evaluation
· Option 3: Study requirements definition for dynamically changing scenarios
· Accuracy of monitoring results reporting
· Accuracy of monitoring-related measurements reporting
· Latency of monitoring results reporting
· Latency of monitoring-related measurements reporting
· Option 4: No need to study anything else
· Option 5: others (combination of above also possible or other metrics), please provide concrete proposals



In general, AI/ML LCM may include model selection, model switching, model activation, model deactivation, model fallback, model transfer, model delivery, model update and model monitoring. The key feature in LCM would be model monitoring because whether to trigger model selection/activation/deactivation/fallback/transfer/delivery/update should depend on the result of model monitoring. Hence, for the requirements of AI/ML model monitoring, the most important part is to first determine which KPI metrics for AI/ML model monitoring should be used for the use cases. According to RAN1 discussion, eventual KPIs, e.g., system throughput, and/or intermediate KPIs, e.g., cosine similarity, NMMS
E, accuracy of predicted CQI, can be evaluated as the monitoring KPI metrics according to different use case scenarios. In our view, the intermediate KPIs are the most directly related to AI/ML model inference performance than eventual KPI. In some situation, although the degradation of throughput is detected, AI/ML model inference performance may not be degraded by using intermediate KPIs as monitoring metrics. For this kind of situation, it seems not appropriate to judge AI/ML model is malfunctioned from AI/ML model monitoring perspective. However, in our understanding, some RAN1 simulations is observed that some intermediate KPIs for CSI compression with one side or two-side model does not have good performance when the DL transmission layer is larger than one. Moreover, in our understanding, there are not much progress for AI/ML model monitoring in RAN1. Although it is observed in the ad hoc minutes that Chair comments that “Wait for agreements from other WGs to have a concrete RAN4 discussion”, we would like to propose to defer the AI/ML model monitoring discussion until RAN1 has conclusion.
Proposal 1: Defer the discussion for the requirements of AI/ML model monitoring until RAN1 has conclusion.
Metrics for CSI requirements 
Regarding the AI/ML use case for CSI enhancement, some possible CSI test metrics for model inference performance are discussed in the online discussion, but no agreement is reached. Referred to the agreement in RAN4#107, throughput has been determined as the baseline for CSI test metric, and the intermediate KPI, e.g. cosine similarity, accuracy of predicted CQI, can also be CSI test metric if the throughout are not applicable. Besides, two more options are proposed in this meeting.
Issue 2-1: Metrics/KPIs for CSI requirements/tests
Proposals
· Option 1: Only use throughput (absolute or relative)
· Option 2: Use throughput and other intermediate metrics/KPIs(SGCS, NMSE, etc)
· Option 3: use throughput and overhead
· Option 4: all of the above metrics

For CSI feedback enhancement, there are two sub use cases which are time domain CSI prediction with one-side AI/ML model and spatial-frequency domain CSI compression with two-side AI/ML model. For CSI prediction with one-side model, in addition to throughput, it may be feasible to use intermediate KPIs as test metric to evaluate model inference performance because the intermediate KPIs can be easily acquired in one-side model. However, for CSI compression with two-side model, it needs more implementation complexity for UE side or gNB side to acquire the intermediate KPIs for CSI compression. In order to obtain intermediate KPIs for two side model, the UE side needs to implement AI/ML CSI compression decoder and the gNB side needs to implement AI/ML CSI compression encoder. Besides, according to some RAN1 simulations, it is observed that some intermediate KPIs are not stable when the transmission layer is larger than one. Hence, in our view, intermediate KPIs are not preferred and throughput can be the CSI test metric in first priority to evaluate model inference performance, no matter for CSI prediction with one-side model or CSI compression with two-side model. 
For the throughput as CSI test metric of model inference performance, there is already legacy PMI reporting requirements which is defined by comparing the relative gain between the throughout from reported PMI and the throughput from random precoding matrix. Therefore, we think the relative throughput gain between AI/ML predict PMI and random precoding matrix can also be applicable to evaluate the model inference performance for CSI feedback enhancement.
Proposal 2: The relative throughput should be used as the test metric in first priority to evaluate model inference performance for AI/ML CSI feedback enhancement use cases. 
Proposal 3: Since the intermediated KPIs are not stable when transmission rank >1 according to RAN1 simulation, it is proposed to deprioritize the intermediated KPIs to be used as the test metric to evaluate model inference performance for AI/ML CSI feedback enhancement use cases.
Interoperability and Testing Aspects
Regarding interoperability and testing aspects, the main issue would be how reference/test decoder can be provided when performing AI/ML model testing. This is the extended testing issue from AI/ML CSI compression sub use cases with two-side model, and different methods to provide reference/test decoder may impact how the AI/ML model training can be performed. Some proposal about how to provide reference/test decoder for testing continue being discussed in the online discussion and it is agreed to down-select option 6. 
According to the previous approved WF, the remaining options for interoperability and testing would be Option1 to Option 4. The Option 1 is the reference decoder provided by the vendor of the encoder, and the Option 2 is the reference decoder provided by the vendor of the decoder. For Option 3, it is proposed to specify the full reference decoder, but Option 4 is proposed to specify the partial reference decoder in RAN4 specification.
Issue 3-3: Encoder/decoder for 2-sided model
· Proposals
· Option 1: keep only options 1 and 2
· Option 2: keep only option 3 
· Option 3: keep options 1, 2, 3, downselect 4 and 6
· Option 4: keep all options. There is no need to downselect in the SI phase, all options should be considered such that they are very well understood
· Downselect option 6? There are no inputs clarifying  how this works
Agreement:
· Down-select option 6.



From AI/ML model training perspective, reference decoders can be well-trained to have optimal AI/ML model inference performance at the vendor of the encoder in Option 1 and the vendor of the decoder in Option 2. In other words, the encoder-decoder pairs for CSI compression can be well-trained for Option 1 and Option 2. However, by specifying full reference decoders in RAN4 specification, only encoder parameters can be trained in Option 3. As for Option 4, only encoder parameters plus some decoder parameters can be trained by specifying partial reference decoder. So for Option 3 and Option 4, AI/ML model inference performance might not be optimal due to not full join-training on the parameters on encoder-decoder pair for CSI compression. Besides, it is not very clear that reference decoder in Option 3 would be deployed in the real network even if the DUT pass the related test with the provided reference decoder.
From AI/ML model testing perspective, the DUT only needs to test one time for the provided encoder-decoder pairs in Option 1. For Option 2, the DUT may need to test all encoder-decoder pairs provided by multiple infra-vendors in order to pass IODT test with good interoperability. Regarding Option 3 and Option 4, although the DUT only needs to test one time for encoder-decoder pairs, only the encoders parting at DUT side can be verified and also AI/ML model inference performance might not be optimal. In addition, if the DUT pass the related test in Option 3/Option 4 and the provided reference/test decoder is not deployed in the real network, we are still not sure about whether DUT should be further tested in Option 1 or Option 2 to guarantee the AI/ML model performance. Hence, considering AI/ML model inference performance, overall testing time and the deployment scenario for reference/test decoder, we prefer to support Option 1.
Proposal 4: Reference decoder(s) for the two-side model testing should be provided by the vendor of the encoder.
Conclusion
The proposals in this contribution are summarized in the following.
Proposal 1: Defer the discussion for the requirements of AI/ML model monitoring until RAN1 has conclusion.
Proposal 2: The relative throughput should be used as the test metric in first priority to evaluate model inference performance for AI/ML CSI feedback enhancement use cases. 
Proposal 3: Since the intermediated KPIs are not stable when transmission rank >1 according to RAN1 simulation, it is proposed to deprioritize the intermediated KPIs to be used as the test metric to evaluate model inference performance for AI/ML CSI feedback enhancement use cases.
Proposal 4: Reference decoder(s) for the two-side model testing should be provided by the vendor of the encoder.
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