[bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: _Ref146185385][bookmark: _Ref452454252]3GPP TSG-RAN WG4 Meeting # 108bis	R4-2316619
Xiamen, China, October 09 – October 13, 2023

Source:	Nokia, Nokia Shanghai Bell
Title:	General Aspects of AI/ML in Air Interface
Agenda item:	5.21.1
Document for:	Discussion

[bookmark: _Toc116995841]Introduction
The discussion of the General aspects of AI/ML in the air interface have continued at RAN4#108 meeting. The outcomes were captured in the chairman/meeting report and are based on the AdHoc meeting minutes [1]. Additionally, more information can be found in the noted WF [2]. Following the established topic split, in this contribution we share our view on the following topics:
· RAN4 testing goals,
· Data collection,
· UE Processing capability and model complexity,
· Requirements on LCM,
· Post-deployment testing, and
· Overhead handling

[bookmark: _Toc116995842]Discussion
General and testing goals
At RAN4#106-bis meeting [3], a general agreement on high-level testing framework was captured:
	2.1.4	High level testing framework
Agreement:
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 
· This framework is not directly enforceable but should be considered for all the tests to be introduced
· This also applies to LCM tests, if they are defined.



Based on the AdHoc discussion minutes from RAN4#108 [1] listed in the Chairman notes, the following the testing goals for RAN4 were discussed:
	Issue 1-6: RAN4 Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test
· Option 4: others, please provide some concrete proposals



According to earlier agreement in RAN1 #112bis the (ML-enabled) Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
Traditionally, requirements are formulated so that parametrized/rule-based functionality is tested in a few typical test conditions (e.g., in a few stationary predefined propagation conditions). Due to the capability of the ML models to adapt to/learn the input dataset, it can be expected that existing tests can be relatively easy applicable to one or several UE side Functionalities/Features. However, the main ML testability challenge is when the ML Model(s) is(are) used in the conditions different from the ones used for their training. Such conditions might cause either (temporary) degradation of the currently active Functionality due to underlying ML model performance degradation, or even a need to change/adapt the ML Model(s) supporting the active Functionality, or to deactivate it and use a legacy/fallback algorithm.
However, an ML-enabled Functionality/Feature is much more than just a (set of) ML model(s) supporting it. Figure 1 provides a general overview of how an ML model is used, and supports, an ML-enabled Functionality/Feature. This representation is valid for both one-sided (UE-side or NW-side) and two-sided solutions. The main components are explained below:
· Input data features pre-processing: provides all the ML input data pre-processing steps (measurements, filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s). The input data features are extracted from the test input signals provided by the TE.
· ML model: provides the device (UE or gNB) specific implementation of the ML algorithm(s) which the vendor has developed and tested following the usual MLOps principles.
· Output data features post-processing: provides all the ML output data post-processing steps (filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s).
· Air-interface Functionary/Feature: this is air-interface mechanism which generates the output of the Functionality/Feature as configured by the gNB (e.g. UE measurement reports) This outcome is provided as test output to the TE.

[image: ]
[bookmark: _Ref134192898][bookmark: _Ref145934751]Figure 1: Scope of UE/gNB-side testing for a ML-enabled Functionality/Feature.

[bookmark: _Toc146729006]A ML model can be identified, as agreed in RAN1, but only as an enabler of the feature/functionality and should not be tested in isolation from the feature/functionality.
[bookmark: _Toc146729007]RAN4 requirements and test procedures should be defined on the level of ML-enabled Functionality/Feature , i.e., model- specific requirements and tests shall be precluded.

Based on the above, we further propose to modify and combine the initial Option 1 and Option 2 listed under Issue 1-6, as follows:
[bookmark: _Toc146729008] The testing goal is to verify whether a the minimum performance of specific AI/ML model Functionality/feature can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the minimum performance target(s) model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs use cases)
· FFS how to define a static the test scenarios/configurations (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations

At the previous meeting, one of hot discussion topics was a necessity to define a reference model in addition to already introduced TE encoder/decoder:
	Test encoder/decoder is the model used in the TE to perform the tests. A different model could be used for the reference when defining the RAN4 requirements (similar to reference receivers that are used in demod discussions)

Issue 1-9: Encoder/decoder terminology for two sided model 
Agreement:
· Only use test encoder/decoder, no need for reference encoder/decoder




As it was agreed, the test decoder/encoder is a necessary element of the testing setup for two-sided models, i.e., an implemented decoder should be present in the TE to decode the CSI feedback encoded by the UE/DUT. The corresponding discussion on how to select such test decoder/encoder is taking place in the Agenda Item on Interoperability and testability is covered in our accompanying paper [7]. However, the different question is the definition of the requirements themselves for the ML-enabled functionalities. Traditionally, minimum performance requirements are defined based on the simulation results provided by the involved companies in given conditions. The results can be based on the proprietary implementations of the functionality. On the other hand, in certain cases, additional assumptions on the underlying/supporting algorithm implementation might be needed, especially in the cases when there is a large difference in the reported results. For example, such a situation was faced in HST FR2 PUSCH requirements where Frequency Offset (FO) evaluation and compensation could be implemented before or after FFT. Since the performance results demonstrated by some companies were different in these two cases, it was necessary to select only one baseline implementation for alignment of the requirements.
For ML-enabled functionalities, we can also expect that their design will be proprietary. Therefore, the assumption of a single reference ML model cannot reflect the real implementations of ML-enabled functionalities. Nevertheless, as discussed above, some additional assumptions on the parameters and/or functionality can be introduced, deepening on the difference of performance results.
[bookmark: _Toc146729009]Definition of RAN4 requirements does not necessitate the definition of a single reference ML model for each ML-enabled Feature. Additional assumptions on the test parameters and/or functionality to align better the performance results can be discussed in per-use-case manner.

On of such additional assumptions that should help to better align the performance results are the overhead associated with the use of AI/ML functionalities. This aspect was discussed at RAN4#108:
	Issue 1-8: Overhead considerations/handling 
· Proposals
· Option 1: Overhead should be considered when formulating performance requirements and comparing with legacy performance
· Option 2: Overhead is introduced through the procedures defined by other groups, RAN4 does not need to consider overhead
· Option 3: Overhead should only be considered if it is one of the KPIs of the feature
· Option 4: others, please provide some proposals



Indeed, the overhead and the performance can be related especially, for AI/ML solutions, where better inference performance, usually, can be achieved with the larger model size, larger training dataset or lower level of compression for the case of auto-encodres.
As it was agreed already for the Metrics/KPIs for BM at Ran4#108, “The overhead/latency reduction should be considered for the requirements as the side condition”.
For CSI compression use case, the overhead is defined as the CSI feedback size in bits. One sample of SGCS results can be found as below with different overhead size, at 2GHz carrier frequency [4]:

Table 1: An example of relation in between the feedback Overhead and SGCS for CSI compression use-case.
	Overhead (bits)
	SGCS

	52
	0.715

	128
	0.763

	208
	0.851

	312
	0.886



The general trend is that a larger overhead size would provide better SGCS performance, and a lower overhead would expect degraded performance, as shown in the table.  
The CSI compression overhead is usually defined as the payload size for CSI feedback. Depending on different configurations, CSI feedback can be carried in PUCCH or PUSCH. Such configurations should be included as part of a side condition for a specific performance requirement. There is no need to directly test the overhead performance. 
Therefore, for Issue 1-8, Option 1: “Overhead should be considered when formulating performance requirements and comparing with legacy performance” is desirable. Option 2 “Overhead is introduced through the procedures defined by other groups, RAN4 does not need to consider overhead” is not feasible in RAN4 requirements, where overhead would be explicitly or implicitly defined. “Option 3: Overhead should only be considered if it is one of the KPIs of the feature” won’t work for CSI compression, where overhead would be the key to determine CSI compression performance.
[bookmark: _Toc146729010]RAN4 to consider overhead when formulating performance requirements and comparing with legacy performance (Option 1).

Data collection
When considering AI/ML based solutions, that are essentially data-driven, the question of data collection is of high importance. However, the need for RAN4 requirements on data collection is still open:
	Issue 1-1: Requirements for data collection 
· Proposals
· Option 1: RAN4 to study requirements for data collection (e.g. accuracy) especially
· Study requirements for training data
· Option 2: RAN4 to study requirements for data collection depending on outcome of other groups
· Postpone RAN4 discussion until RAN1/2 define a corresponding procedure, if no procedure is defined then RAN4 does not need to do anything
· Option 3: RAN4 should not study requirements for data collection(in particular for training)
· Option 4: Others – please provide proposal



Building the AIML models requires the collection of data from different deployment scenarios and radio conditions. However, it is important to differentiate between different phases of AIML life cycles, when it comes to the data collection. 
It is generally understood that the data is utilized mainly in the training phase of AIML model development, however monitoring and inference stages also require data to be collected, each of which might pose different qualitative and quantitative requirements for the collected data, i.e., different size, latency, and accuracy requirement. 
As illustration, for the model training, as understood in RAN1 and RAN2, there would not be any latency requirement of data collection in all types of offline model training (i.e., UE- /NW-/ two-sided model training). For model inference however, when required data comes from other entities, there is a latency requirement for data collection, and for (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
[bookmark: _Toc146729011]Clear distinction should be made in RAN4, when discussing the topic of data collection, namely data collection for training, inference, and monitoring purposes. 
[bookmark: _Toc146729012]RAN4 to consider latency performance requirement of data collection only for ML inference and monitoring purposes. The data collection for functionality performance monitoring purposes can be further studied through LCM requirements.
There are several requirements in the legacy RAN4 specifications, for instance L1-RSRP accuracy requirements for FR1 and FR2, which covers several aspects of signal measurement/reception accuracy [7], therefore they can readily be considered as a baseline for AIML use cases in the data collection item. However, it is worth to note that in case of offline model training to develop proprietary models, the details of their mechanisms to tackle the training data errors-in-variables (i.e., measurement errors), which may include pre-processing steps, might be transparent to the testing platform. Furthermore, the tolerance of the model’s output to the input errors (e.g., training data) might vary depending on the use case. For instance, our accompanying paper on the AIML use case presents such analysis in the beam management case, in which the tolerance of the predicted output is depicted through different levels of added errors to the training data. 
[bookmark: _Toc146729013]RAN4 should study whether legacy measurement accuracy/error requirements are tolerable as the source of training data collection. 

Generalization, Robustness, Stability
Two aspects of generalization were discussed at RAN4#108:
	Issue 1-2: Handling of generalization - robustness
· Proposals
· Option 1: RAN4 requirements/tests should ensure that performance is maintained under different scenarios (AI/ML model maintains performance level under “unseen” inputs in training)
· Option 2: No need for any special handling to guarantee generalization
· Option 3: Other inputs – please provide proposals

Issue 1-3: Handling of generalization – dynamically changing environment
· Proposals
· Option 1: RAN4 to study requirements/tests for dynamically changing environments
· Option 2: No need for any special handling, different static scenarios are enough
· Option 3: Other inputs – please provide proposals




At RAN4#106-bis, it has been agreed to study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML-enabled solutions. We believe that this is an important target of the test requirements to be designed by RAN4 to guarantee that a UE-side implementation cannot easily pass the test but perform poorly in the field. From test setup perspective, the framework/diagrams for generalization testing purposes can be the same as used for minimum performance requirements, and the differences would only be in the way the radio conditions and configurations (channel emulator and RRC configurations) are handled.
In RAN4 context, generalization can be referred to the ML-enabled Functionality/Feature 's ability to adapt properly to new, previously unseen input radio conditions , drawn from the same distribution as the one used to create (train and validate) the underlying ML model, see Figure 1. In other words, generalization requirements and test context must examine how well a ML-enabled Functionality/Feature can use new data i.e., corresponding to new and/or unseen environments/scenarios/configurations, and make correct inference/predictions.
Nevertheless, generalization poses one of the new challenges for RAN4 testing of ML-enabled Functionality/Feature . Generalization issues include the following main aspects:
· Changing radio conditions:
· When the underlying ML model of a configured and activated ML-enabled Functionality/Feature has been trained with a dataset representing mainly certain radio condition environment, then this ML-enabled Functionality/Feature may experience degraded performance if totally different radio channel conditions are met in the field. To avoid performance degradation in such scenarios, it should be testable and verifiable  in RAN4 specified configurations that the ML-enabled Functionality/Feature , supported by one or more ML models which have been trained with a diverse enough datasets,  can perform well with acceptable tolerance margin in varying channel conditions. 
· When a ML-enabled Functionality/Feature is operating in new (unseen) radio conditions, especially, the ones where the reliable performance may not be ensured, this should not result in a long-term degradation of performance, neither for the UE performance nor for the NW system performance. The UE or NW, largely by means of implementation specific algorithms, should timely identify, and address such conditions, for example, with a change of its the physical ML model or fallback to the legacy functionality, when configured and available. 
è The conditions triggering certain UE actions might need to be configured by the NW, or at least the outcome of the action taken by the UE needs to be signaled to the NW [8].

· Changing configurations/parameters settings:
· The impact of generalization on the overall performance of various Release 18 AI/ML use cases depends heavily on the configuration and parameter settings used for dataset generation for the training of the underlying ML models. For example, for ML-enabled beam prediction use-cases, configurations should cover different beam sets/codebooks used, number of wide/narrow beams, grid of beam configuration etc. Similarly, parameters settings may include different sweeping frequency of the beams, the power settings, etc.
· It should be ensured that the ML-enabled Functionality/Feature is able to cover different network configurations and a change is those, e.g., at HO event, without substantial degradation in performance.
è The changes in the network configurations, triggering certain UE actions, must be configured by the NW, and the outcome of the action taken by the UE needs to be signalled to the NW [8].

For example, for CSI compression, when generalization over environment scenarios is applied, training datasets would be the key for generalization performance across different scenarios. Simulations are performed (R1-2307238) with CSI compression ML models with different overhead size. The performance over different propagation scenarios can be illustrated in the figure below:
[image: A graph of different colored lines

Description automatically generated]
Figure 2    Generalizability performance (SGCS) over different scenarios for “UMa”, “UMi”, “InH”, “UMa + UMi (Mixed-Urban)”, and “UMa + UMi + InH (Mixed-All)”.

Based on the SGCS performance, it can be observed that:
[bookmark: _Toc146729014]When generalizing over different scenarios, models trained on a single dataset (i.e., “UMa”, or “UMi”, or “InH” only) do not generalize well across different scenarios, especially when there is TxRU configuration mismatch.
[bookmark: _Toc146729015]When generalizing over different scenarios, models trained on a mixed dataset (e.g., “UMi + UMa + InH”) provide good generalization performance across the scenarios in the mixed dataset, even with different TxRU configurations. 

[bookmark: _Toc146729016]Generalization aspects of AI/ML solutions introduce new challenges for RAN4 testing. ML-enabled Functionalities/Features may demonstrate performance degradation when the UE experiences radio scenario different from the scenario(s) used for training of ML models supporting the functionality/feature.
Statistically, it is possible to define the most representative conditions/configurations in the field. This may be helpful in selecting a reference condition/configuration for the AI/ML use case. For example, typical RAN4 used conditions such as AWGN/TDL channels can be used as reference conditions for various AI/ML based use cases. 
[bookmark: _Toc146729017]For generalization verification of the ML-enabled Functionality/Feature, RAN4 to use the same (or very similar) test setup introduced for the minimum performance requirements.

Furthermore, since the UE may experience difference conditions/configurations than the reference ones in the field, it is important to test AI/ML model/functionality for a selected list of different conditions/configurations. These scenarios might be defined as a combination of generally tested conditions in RAN4 such as TDL-A (Tapped Delay Line A), TDL-C channel conditions with changing parameters to calibrate normal and extreme radio conditions.
Reference/typical scenario can be specified for AI/ML use cases. The performance of ML-enabled Functionalities/Features may variate in the conditions different from the typical/reference. Therefore, certain level of performance variation/degradation can be allowed in the alternative scenarios.
Then, the AI/ML model/functionality should be tested for the reference scenario as well for other selected scenarios in order to validate generalization capabilities.
Figure 3 depicts the testing of generalization aspects using reference scenario and other selected scenarios.

[image: ]
[bookmark: _Ref142563858]Figure 3: RAN4 testing of Generalization capabilities in different scenarios.

[bookmark: _Toc146729018]RAN4 should define new requirements and tests to guarantee a minimum performance of ML-enabled Functionality/Feature (use cases) in various radio conditions and network configurations.
[bookmark: _Toc146729019]RAN4 needs to define reference scenario as well as other/alternative scenarios with corresponding requirements to evaluate the generalization capabilities of the AI/ML-enabled features/functionalities for each of the (sub) use-cases studied in Release 18.

In the proposals above, we are considering the alternative testing scenarios as individual testing points. Therefore, such generalization requirements can be referred as performance requirements. However, with the ML-enabled Functionalities/Features, the generalization aspect includes not only the static behaviour but also a capability of the to address adequately the changes in the radio conditions and/or configuration. 
For clarity, we propose to categorize the changes in the radio conditions and/or configuration, during the test sequence as:
i. Static: when no changes occur
ii. Semi-static: when changes occur at a time-scale much larger than the time-scale at which the tested ML-enabled Functionality/Feature operates
iii. Dynamic: when changes occur at a time-scale comparable to the time-scale at which the tested ML-enabled Functionality/Feature operates
Another generalization aspect for ML-enabled Functionalities/Features is the capability of the UE or NW to address dynamic and/or semi-static changes of the radio conditions and/or configuration parameters.

This generalization aspect includes both performance part but also the core requirement or LCM-related part. Therefore, it is impossible to conclude about such testing based on static environment and configurations, i.e., based on independent testing points. The goal of such tests is to ensure the absence of temporary considerable degradation of performance due to a change in the scenario. One such example of change scenario could be transition from indoor to outdoor propagation conditions. Another example could be a change of the beam code book. Ultimately such a change from one scenario to another should be define on per use-case basis.
[bookmark: _Toc146729020]RAN4 must design test configuration for verification of the generalization capabilities of an ML-enabled Functionality/Feature, not only in a set of fixed testing points/conditions but also when the conditions are changing from one scenario to another during the test.

UE Processing capability and model complexity
The discussion of model complexity and UE computational capabilities has continued at RAN4#108:
	Issue 1-4: AI/ML model complexity
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on BS side model, and vice versa.




In parallel, the discussion of UE processing capability and other conditions continued in RAN1 as well:
	RAN1 #113 agreement
· Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
· Note: it does not preclude any existing solutions.



Processing capability of devices plays a crucial role in determining their ability to enable and perform ML tasks. To ensure the device’s (UE’s) ability to perform (near) real-time inference and other on-device decision-making processes, its processing capabilities should be identified and indicated. Specifically, when the UE is expected to handle several ML-enabled features simultaneously, a signalling framework should be provisioned for ensuring the device’s ability to steadily maintain the expected ML performance.
Also, application of AI/ML methods in Release 18 can be viewed as an addition to the legacy approaches on the NR air interface. Therefore, RAN4 testing framework should be extended to include similar requirements, which focus on the UE’s computation and processing time capabilities. An example of such specification can be found in RAN1 3GPP TS 38.214 Release 17, in which details on, for instance, the CSI processing criteria and UE CSI computation time are introduced.
The ML runtime environment in the UE is assumed to comprise of a set of computing resources which are ML specific, and each high-level use case/feature supports one or more functionalities, where each functionality requires a specific configuration to be provided to the UE under test. Hence, corresponding to each functionality that is supported for the given use case there is a configuration and a corresponding set of KPIs that are centric to this given use case.  
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features (e.g., beam prediction, CSI compression, CSI prediction, positioning, etc.) is not explicitly within the current scope of the test requirements. 
[bookmark: _Toc146729021]RAN4 should tests the mutual impact of several simultaneously supported and active ML-enabled Functionalities/Features to ensure the absence of performance degradation.
Furthermore, when several ML-enabled Functionalities/Features share the same available pool of ML compute resources, any compute overload for one of them could cause degradation of the performance at others. To mitigate this, the vendor of the HW/SW platform running these ML-enabled features might have implemented a specialized ML resource manager/scheduler and LCM procedures.  
When the air-interface and communication solutions are enabled by ML algorithms, it is desirable that both entities involved in the communication link are at least partially aware of the potential compute bottlenecks at the other node, to mutually optimize the relevant functionalities. 
[bookmark: _Toc146729022]RAN4 shall assess the testability of and requirements on UE processing capabilities based on the performance indicators defined in the other WGs.

Requirements on LCM and functional test
The use of Functionality-based LCM is part of the current RAN1 and RAN2 discussions. In RAN1 #114 it has been proposed as conclusion that Functionality-based LCM is the common baseline:
	RAN1 #114 Proposed conclusion 8-6d
· Functionality-based LCM is the common baseline of the two LCMs in that it enables functionality-level management of AI/ML operations by NW for UE-side and two-sided models​
· Model-ID-based LCM additionally provides model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios​
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations​



Based on the RAN1 proposed conclusion that Functionality-based LCM is the common baseline, RAN4 can start to design requirements and functional tests for Functionality-based LCM. 
The RAN1 proposed conclusion also indicates that Model-ID-based LCM may provide benefits in certain scenarios. However, these scenarios are very (sub)use case specific, and the corresponding requirements need to be designed on top of the Functionality-based LCM requirements.
The requirements or functional tests for model-ID based LCM can be addressed by RAN4 in addition to the Functionality-based LCM requirements, after these are clarified.
We further also note that in the ongoing RAN2 discussions there is no agreement so far on a ML Functional Framework for air-interface purposes.  

[bookmark: _Toc135076758][bookmark: _Toc146729023]In the ongoing RAN2 discussions there is no agreement so far on a ML Functional Framework for air-interface purposes, which RAN4 can use to design requirements and functional tests.
In our view, the main functions and interfaces needed for the Functionality-based LCM procedures can be captured in a diagram such as depicted in Figure 4. This diagram only shows the Functionality in ‘inference’ operating mode i.e., all functions related to training and/or delivering a specific (physical/logical) ML Model are not included, being out of the scope of Release 18 specifications. Furthermore. the focus of these discussions is on the use cases with UE-side models and UE-part of two-sided models.

[bookmark: _Toc146729024]For the use cases with UE-side models and UE-part of two-sided models, RAN4 to start the design of Functionality-based LCM related requirements and functional tests with the requirements needed for a Functionality operating in (ML) inference mode.

[image: A diagram of a data flow
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[bookmark: _Ref134517927]Figure 4: An overview of main Functionality- based LCM functions, applicable for UE-side models (left) and UE-part of two-sided (right) use cases, when operating in inference mode (based on [8]).

With reference to Figure 4, for UE-side models and UE-part of two-sided models use cases, we highlight the following components which have 3GPP specification relevance:
·  Functionality UE-side (when UE is DUT), which includes at least two main functions:
· ML inference: functions required to execute the Functionality UE-side in inference operating mode.
· UE Data collection: functions required to handle the UE data collection and pre-processing of inference data (to be used by the ML inference function) and collection and post-processing of performance monitoring data (to be provided to the Functionality NW-side).

· Functionality NW-side (TE side when UE is being the DUT), which includes at least two main functions:
· Functionality Management: implements the management functions required by the NW to register, configure, select/activate/switch and monitor the Functionalities executed at the UE and/or NW side; this includes configuration and control of the UE Data collection function in the Functionality UE-side.
· UE Data collection: functions required to receive/handle the performance monitoring data from the UE-side functionality data collection function.


We make the following observations: 
 The ML inference and data collection functions located in the same node NW/gNB or UE, communicate with each other using implementation specific solutions i.e., do not require any RAN4 inter-operability testing.
The communication interfaces between the Functionality management (located at the NW-side) and the Functionality UE-side requires 3GPP specification to ensure inter-operability and testing/validation, for both the UE-side ML inference and UE-side monitoring data collection functions.
In the next sections we provide more details on the potential scope of the Functionality-based LCM related requirements and functional tests.

0. [bookmark: _Toc146192166][bookmark: _Toc146192341][bookmark: _Toc146192416][bookmark: _Toc146626679][bookmark: _Toc146627513][bookmark: _Toc146192167][bookmark: _Toc146192342][bookmark: _Toc146192417][bookmark: _Toc146626680][bookmark: _Toc146627514][bookmark: _Toc146192168][bookmark: _Toc146192343][bookmark: _Toc146192418][bookmark: _Toc146626681][bookmark: _Toc146627515][bookmark: _Toc146192169][bookmark: _Toc146192344][bookmark: _Toc146192419][bookmark: _Toc146626682][bookmark: _Toc146627516][bookmark: _Toc135058383][bookmark: _Toc135058419][bookmark: _Toc135058489][bookmark: _Toc135055815]Functionality management actions
The Functionality Management function takes decisions regarding the Functionality activate/ deactivate/ switch/ fallback at the UE-side and/or NW-side. These decisions and recommended actions are needed in order to allow the network to mitigate any undesired (system/link) performance deviations, while the UE is using an activated ML-enabled Functionality. The scope of these actions for the UE-side Functionality, is determined by the supported configuration(s) based on conditions indicated by UE capability.
[bookmark: _Toc146729025]For UE-side models and UE-part of two-sided use cases, RAN4 needs to address the requirements and tests for the communication interface used for Functionality Management actions (activation/switching/fallback) towards the UE-side.

0. Functionality performance monitoring
Functionality performance monitoring is a key procedure part of the Functionality based LCM which ensures the Functionality Management function at the NW-side can collect the required performance metrics/indicators from the UE and NW side, and consequently take the functionality activation/ deactivation/ switching/ fallback actions. The required configuration parameters for the Functionality performance monitoring are provided by the Functionality Management, to both UE-side and NW-side Data collection functions. The scope (type, use case, etc.) of the available performance monitoring metrics for the UE-side Functionality, is determined by the supported configuration(s) based on conditions indicated by UE capability.
[bookmark: _Toc146729026]For UE-side models and UE-part of two-sided use cases, RAN4  to address the requirements and tests for the communication interface used for functionality monitoring data transfer between the data collection function at the UE-side and the data collection function at the gNB-side.

0. LCM functional tests
Based on the discussions and observations in previous sections, we believe the LCM functional requirements must include requirements on the transmission/exchange of the Functionality performance monitoring data and Functionality management actions. The exact signaling procedure to be used for this information exchange is still being discussed in RAN2. In the meantime, RAN4 can start study in parallel the higher-level requirements for these e.g., in terms of the delay budget and reliability.
[bookmark: _Toc146729027]RAN4 to start the design of new LCM related requirements and functional tests starting with the transmission/exchange of Functionality monitoring data and Functionality management actions after these UE-gNB interfaces are agreed in RAN2.

Post-deployment testing
Testing and validation the changes to the functionalities at RAN4#108:
	Issue 1-7: Tests post-deployment
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals



The main reason behind the discussion of post-deployment testing of AI/ML features is in the adaptability and flexibility of AI/ML based models. In legacy, the change of the modem software can be expected as a rear event caused, e.g., by a need to fix the algorithm. However, with AI/ML based implementations, change/enhancement/modification of the model, on the one hand, is much more essential procedure because the update of the weights does not bring any changes to the inference process itself, on the other hand, it is much harder to trace the reasons of the change (explainability issue) and its impacts. A series of modifications of AI/ML functionality during the lifetime of the device (i.e., after it was deployed in the field) can potentially results in the following issues:
1) A new AI/ML model that was added to the device was not completely validated and cannot provide proper results
2) An AI/ML model was modified/updated/drifted etc. and in some conditions the performance of the functionality degraded (even though in the other conditions it may improve)

Initial conformance testing of the AI/ML functionality cannot ensure the same level of performance for the devices in the field.

In both cases above, it is not possible to conclude anything about these potential issues based on the initial conformance testing of the device. We can envision several possible approaches to address the issues described above:
1) Option a: The changes/updates/etc. to the AI/ML functionalities/features are tested and declared by the device vendor against RAN4 requirements before any change is performed.
a. The benefit is that all the changes in the functionality are tested as in pre-deployment tests. The downside is that the scale of the modifications can be different, and the full set of RAN4/RAN5 tests might be excessive in many cases. Moreover, it is not clear how this approach can be applied when the functionality/model is adjusted in the device itself i.e., is device specific.
2) [bookmark: _Hlk146193986]Option b: Before changed AI/ML functionality is taken into use, a validation check is performed.
a. The benefit of the approach is that the validation can be relatively lightweight, e.g., in a form of sanity check, performed at the device and ensures feasibility of the functionality after the change. The downside could be that a new use-case specific procedures need to be defined for such validations.
3) Option c: The fallback/default functionality/model/algorithm that passed conformance testing is always present in the device.
a. The benefit of this option is that it can ensure that the device can be always transferred into the state that passed conformance testing. The downside is still that any issues with the changed functionality can be identified in the reactive way, e.g., based on the monitoring mechanisms.
Based on the discussion above
[bookmark: _Toc146729028]RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation (and possible other use cases) and discuss at least the following non-mutually exclusive options:
a. [bookmark: _Toc146729029]The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b. [bookmark: _Toc146729030]After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
c. [bookmark: _Toc146729031]At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.


[bookmark: _Toc116995848]Conclusion
In this paper we have shared our views on the multiple general aspects of AI/ML for the air interface.
The following Observations and Proposals were made:
On general aspects and testing goals:
1. [bookmark: _Toc116995849]A ML model can be identified, as agreed in RAN1, but only as an enabler of the feature/functionality and should not be tested in isolation from the feature/functionality.
1. RAN4 requirements and test procedures should be defined on the level of ML-enabled Functionality/Feature , i.e., model- specific requirements and tests shall be precluded.
The testing goal is to verify whether a the minimum performance of specific AI/ML model Functionality/feature can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the minimum performance target(s) model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs use cases)
· FFS how to define a static the test scenarios/configurations (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations

Definition of RAN4 requirements does not necessitate the definition of a single reference ML model for each ML-enabled Feature. Additional assumptions on the test parameters and/or functionality to align better the performance results can be discussed in per-use-case manner.

RAN4 to consider overhead when formulating performance requirements and comparing with legacy performance (Option 1).

On data collection:
Clear distinction should be made in RAN4, when discussing the topic of data collection, namely data collection for training, inference, and monitoring purposes. 
RAN4 to consider latency performance requirement of data collection only for ML inference and monitoring purposes. The data collection for functionality performance monitoring purposes can be further studied through LCM requirements.
RAN4 should study whether legacy measurement accuracy/error requirements are tolerable as the source of training data collection. 

On generalization/Robustness/Stability
Generalization aspects of AI/ML solutions introduce new challenges for RAN4 testing. ML-enabled Functionalities/Features may demonstrate performance degradation when the UE experiences radio scenario different from the scenario(s) used for training of ML models supporting the functionality/feature.

For generalization verification of the ML-enabled Functionality/Feature, RAN4 to use the same (or very similar) test setup introduced for the minimum performance requirements.

Reference/typical scenario can be specified for AI/ML use cases. The performance of ML-enabled Functionalities/Features may variate in the conditions different from the typical/reference. Therefore, certain level of performance variation/degradation can be allowed in the alternative scenarios.

RAN4 should define new requirements and tests to guarantee a minimum performance of ML-enabled Functionality/Feature (use cases) in various radio conditions and network configurations.
RAN4 needs to define reference scenario as well as other/alternative scenarios with corresponding requirements to evaluate the generalization capabilities of the AI/ML-enabled features/functionalities for each of the (sub) use-cases studied in Release 18.

Another generalization aspect for ML-enabled Functionalities/Features is the capability of the UE or NW to address dynamic and/or semi-static changes of the radio conditions and/or configuration parameters.

RAN4 must design test configuration for verification of the generalization capabilities of an ML-enabled Functionality/Feature, not only in a set of fixed testing points/conditions but also when the conditions are changing from one scenario to another during the test.

On UE processing capability and model complexity
In the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features (e.g., beam prediction, CSI compression, CSI prediction, positioning, etc.) is not explicitly within the current scope of the test requirements. 
RAN4 should tests the mutual impact of several simultaneously supported and active ML-enabled Functionalities/Features to ensure the absence of performance degradation.
When the air-interface and communication solutions are enabled by ML algorithms, it is desirable that both entities involved in the communication link are at least partially aware of the potential compute bottlenecks at the other node, to mutually optimize the relevant functionalities. 
RAN4 shall assess the testability of and requirements on UE processing capabilities based on the performance indicators defined in the other WGs.

On LCM and functional test
Based on the RAN1 proposed conclusion that Functionality-based LCM is the common baseline, RAN4 can start to design requirements and functional tests for Functionality-based LCM. 
The requirements or functional tests for model-ID based LCM can be addressed by RAN4 in addition to the Functionality-based LCM requirements, after these are clarified.
In the ongoing RAN2 discussions there is no agreement so far on a ML Functional Framework for air-interface purposes, which RAN4 can use to design requirements and functional tests.

For the use cases with UE-side models and UE-part of two-sided models, RAN4 to start the design of Functionality-based LCM related requirements and functional tests with the requirements needed for a Functionality operating in (ML) inference mode.

The ML inference and data collection functions located in the same node NW/gNB or UE, communicate with each other using implementation specific solutions i.e., do not require any RAN4 inter-operability testing.
The communication interfaces between the Functionality management (located at the NW-side) and the Functionality UE-side requires 3GPP specification to ensure inter-operability and testing/validation, for both the UE-side ML inference and UE-side monitoring data collection functions.

For UE-side models and UE-part of two-sided use cases, RAN4 needs to address the requirements and tests for the communication interface used for Functionality Management actions (activation/switching/fallback) towards the UE-side.

For UE-side models and UE-part of two-sided use cases, RAN4  to address the requirements and tests for the communication interface used for functionality monitoring data transfer between the data collection function at the UE-side and the data collection function at the gNB-side.

RAN4 to start the design of new LCM related requirements and functional tests starting with the transmission/exchange of Functionality monitoring data and Functionality management actions after these UE-gNB interfaces are agreed in RAN2.

On post-deployment testing
Initial conformance testing of the AI/ML functionality cannot ensure the same level of performance for the devices in the field.

RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation (and possible other use cases) and discuss at least the following non-mutually exclusive options:
a. The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b. After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures,
c. At least one fallback/default Functionality/Feature that passed conformance testing must always be present in the device.
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