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1. Introduction
Rel-18 Study Item was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the target to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, beam management, and positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1] [2]. 
According to latest SID in [2], RAN4 is required to study the interoperability and testability aspects for each use case: Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable. 
[bookmark: _Hlk130824939]In RAN4#106-bis-e and #107, the WFs [3][5] were approved, in which the agreements on how to perform the RAN4 study on general issues, specific issue related to use cases for AI/ML and interoperability/testing aspects were provided. In RAN4#108, WF [8] has not been approved while the relevant agreements are captured in  the ad-hoc minutes [7] and chair notes. In this contribution, we would like to provide our viewpoints on the interoperability and testability aspects for AI/ML for NR air interface.  
2. Reference block diagrams for testing
In last meeting’s WF [3], the following agreement is provided on the reference block diagrams for 1-sided model and 2-sided model: 
	2.3.1 Reference block diagrams for testing
Agreement: 
Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Companies are invited to bring further analysis on logical block diagrams for testing to improve the understanding of different test modules/functionalities to be discussed and defined by RAN4.


Furthermore, the following agreement is achieved in RAN4#107, in which Samsung’s block diagrams for UE-sided testing can be used as reference and FFS whether and how the reference block diagram can be provided for gNB-side testing: 
	Issue 3-1/3-2: Reference block diagram for 1-sided model and 2-sided model
Companies are invited to provide further analysis/clarifications on the logical models to be usedconsidered for the RAN4 AI/ML testing framework after RAN1/2 reach agreement on diagram for AI/ML framework. Block diagrams for UE-side testing in R4-2309317 can be taken as reference. FFS whether and how the reference block diagram can be provided for gNB-side testing. 


In RAN4#108, the following WF is captured in [8]. Although the following WF can be regarded as the group common understanding, it is not approved due to companies’ different understanding on other contents in [8]. 
	Issue 3-3, 3-4: Reference block diagram for 1-sided and 2-sided models
Companies are invited to bring further inputs on the diagrams for the testing models. Diagrams from R4-2313085 and R4-2313535 can be used for reference.



2.1 General principle for diagram drafting
As provided in our previous contribution, the following principles are proposed, which shall be firstly discussed and agreed for preparing the reference block diagram for testing 1-sided model and 2-sided model:
Proposal 1: RAN4 shall firstly discuss and agree on the following principles to draft the reference block diagram for 1-sided model and 2-sided model:
-	shall NOT contain the block for training;
-	shall contain the blocks for model/functionality monitoring and selection/switching/
(de)activation/ fallback in DUT;
-	shall contain the AI/ML LCM procedure verification and model control in TE;
-	shall contain the test scenario generator to enable testing in different scenarios, used for generalization verification aspects. 
Based on previous discussion, the purpose of introducing such reference diagram had been discussed and challenged. Based on our understanding, the diagram(s), as the outcome from the study item, is intended to derive the potential testing procedure and used as the basis to judge whether certain performance metrics are testable, which will be especially useful for each use case for normative work. 
Proposal 2: The purpose of introducing the diagram (to be captured in TR38.843) is to derive the potential testing procedure and used as the basis to judge whether certain performance metric is testable, for each use case for normative work.

2.2 Reference block diagram for testing 1-sided model (UE as DUT)
Based on the block diagram for UE-side testing in our previous paper, we further revised this reference block diagram which we proposed should be captured in TR 38.843. In which the physical connections between TE and DUT are further clarified, with the channel emulator block added for downlink connection. Furthermore, in R4-2313085, it is observed that the current baseline of AI/ML test framework does not consider model transferring for Level z collaboration level. Accordingly, the model transfer is added in our below proposed diagram. Other small updates are also highlighted below.  
[bookmark: _Hlk134790678]Proposal 3: RAN4 shall include the following reference block diagram in TR for testing 1-sided model (UE as DUT). 
DUT / UE

[image: ]Fig. 1: Reference block diagram for testing 1-sided model (UE as DUT)

2.3 Reference block diagram for testing 2-sided model (UE as DUT)
For testing reference block diagram for 2-sided model (UE as DUT), similar to 1-sided counterpart, the block diagram is proposed with model training being excluded because RAN4 agreed that ”online training procedures are de-prioritized”, and the model shall be prepared before the testing by using offline training or other methods to be discussed under ”two-sided framework”. We have further updated the block “Model Inference (Decoder)” in the TE side, and to avoid debating the results of model inference shall be used as performance metrics, we updated the outbound connections of “Model Inference (Decoder)”. Similar to the 1-sided model counterpart, the model transfer and other small updates are provided/highlighted below.  
Proposal 4: RAN4 shall include the following reference block diagram in TR for testing the UE-side model of the 2-sided model (based on the example use case of CSI compression). 

[image: ]Fig. 2: Reference block diagram for testing UE-side model of the 2-sided model 
(based on the example use case of CSI compression)


2.4 Reference block diagram for testing gNB-sided model
In the last meeting, some company proposed that the reference block diagram for testing gNB-sided model shall be discussed for 2-sided model for CSI compression use case. Below is the figure copied from R4-2313085. 
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Fig. 3: Reference block diagram for testing gNB-side model of the 2-sided model, from Keysight Tdoc [R4-2313085]

For the above diagram, based on our understanding, the test procedure shall be: 
(1) For certain scenario, TE generates the model for encoder, which is used to compress relevant CSI information to DUT (i.e., gNB)
(2) gNB shall decode the compressed CSI information, based on which the precoding is selected and used for DL transmission
(3) TE receives the downlink signal (PDSCH/PDCCH), in which the precoder is evaluated (whether the precoder is corrected selected), by considering how much DL Throughput (either relative or absolute value) or other metrics can be achieved. 
Our question for the above procedure is the feasibility of step-3: (a) If relative Throughput is used as testing metric, different from existing CSI feedback conformance testing, it is hard to obtain the relative value of DL Throughput because we are not quite sure how the random PMI results can be obtained; (b) If absolute Throughput is used as testing metric, it will involve the DL receiver algorithm implemented in TE, which may results in different test results by using different TEs; (c) if other metrics can be used, we would like to clarify more before reaching some agreement. 
Proposal 5: Before defining reference block diagram for testing gNB-side model of the 2-sided model, the test metric and procedure shall be clarified for feasibility. 
Furthermore, to discuss a more general scope, i.e., for testing the 1-sided model implemented in gNB side and gNB-side of the 2-sided model, we need to clarify firstly that the test interface for gNB-side shall be air interface in the conformance testing to be defined in TS38.104, and whether/how the model/functionality monitoring and model/functionality selection/switching/activation/deactivation/fallback can be tested needs to be clarified. 
Proposal 6: FFS the feasibility of using NR air interface to test either 1-sided model implemented in gNB side or gNB-side model of 2-sided model. If not confirmed, gNB-side model shall be precluded for testing in RAN4. 

3. Two-sided model framework 
3.1 Reference decoder for UE/gNB performance tests
In RAN4#107, RAN4 discussed the following issues for the 2-sided model test framework: 
	RAN4 Agreed WF (R4-2310433)
Issue 3-3: Encoder/decoder for 2-sided model
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options not precluded
Companies are invited to bring further input on merits/de-merits/feasibility of Options 1- 4.
Proponents of Option 6 should bring clarifications on how this option would be used to implement RAN4 tests.

Other agreements
Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
· Other principles to be further discussed/studied



In RAN4#108, Option 6 is down-selected, and though not being endorsed, it is the common understanding that companies are encouraged to use the table in [8] to provide the inputs in order to summarize issues in describing the options for the testing of 2-sided model. Below we would like to provide our input. 
Proposal 7: The following clarification of options are provided for option 1-4 test decoder for 2-sided model. 
	[bookmark: _Hlk146457774] 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	The vendor of the encoder/DUT
(i.e., UE vendor)
	The vendor of the decoder
(i.e., BS vendor)
	3GPP specification
(Fully specified)
	3GPP specification
(Partially specified) and model retuning by TE vendors

	Source of decoder training data
	Depends on UE vendor
	Depends on BS vendor
	Depends on 3GPP standardization discussion
	Depends on 3GPP standardization discussion and vendor input

	DUT vendor knowledge of the test decoder
	Full knowledge
	No
	Full knowledge
	Partial knowledge

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1 
(Joint training of encoder/decoder 
at UE-sided)

	Not applicable
(if test decoder is not provided to UE vendors for encoder design)

Or 

Partially Type 2 or 3
(Only if gradient results or test decoder can be provided to UE vendors for encoder design; “Partially” because test decoder is fixed and no further refinement)


	Partially Type 2 or 3
(“Partially” because test decoder is fixed and no further refinement)

	Maybe Type 3 starting at NW side
(if Type 3 collaboration procedure is specified and followed by TE/DUT vendors)

	Test decoder verification procedure at TE and/or DUT
	No
(Test decoder adopted by TE directly) 
	No and questionable feasibility 
(Test decoder adopted by TE directly)
	No
(3GPP-specified test decoder leads to same TE implementation) 
	No 
(3GPP-partially-specified test decoder and retuned by TE vendor)

	Feasibility of test decoder verification procedure
	Not applicable
	Not applicable
(Question about the how test decoder verification procedure can be made) 
	Not applicable
	Not applicable

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	No
(Can’t reflect real deployment since no evidence shown that BS vendors will adopt decoder provided by UE vendors)
	Yes or Maybe
(Depends on test decoder can be provided to UE for model design)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Limited effort  
(Model complexity assumption should be aligned by TE and UE vendors)
	Limited effort  
(Model complexity assumption should be aligned by TE and BS vendors)
	No effort  

	No effort  

	Specification Effort (e.g. test decoder)
	No specification effort required for test decoder
	No specification effort required for test decoder
	RAN4 effort required on specifying test decoder 
(including model structure and dataset for training etc.)
	RAN4 effort required on specifying test decoder 
(including model structure and dataset for training etc.)

	Confidentiality/IP issues
	Yes
(Disclosure of UE vendor designed IP)
	Yes
(Disclosure of BS 
vendor designed IP)
	No issues identified
	Maybe
(Disclosure of TE vendor designed IP, but depends on model retuning procedure)

	Applicability to different scenarios/conditions/ configurations
	Yes, if UE vendors can provide different test decoders accordingly
	Yes, if BS vendors can provide different test decoders accordingly
	Yes, if 3GPP can specify different test decoders accordingly
	Yes, if 3GPP can specify different test decoders and/or TE vendor retune the model accordingly

	Complexity of actual testing procedure for the ecosystem
	Low
(DUT is only required to be tested against the specified test decoder)
	High
(Conformance tests could be not available since different test decoders from different BS vendors)
	Low
(DUT is only required to be tested against the specified test decoder)
	Low/Medium
(DUT is only required to be tested against the partially specified test decoder, but refinement procedure maybe required for TE)




We have provided our observations on Option 1-4 in the above table, which are suggested to be used for the analysis to be captured in the study item TR38.843. Beyond the above observations, from the feasibility perspective of the offline training, we observed: 
   - For Option 1: the reference decoder is totally known to the vendor of the encoder (i.e., UE vendors for CSI compression use case), therefore there is no feasibility and implementation issue for UE vendor to have an offline training for the AI/ML encoder with the known reference decoder. 
   - For Option 2: Since the reference decoder is provided by the vendor of the decoder (i.e., gNB vendors for CSI compression use case), and it is still not clear to us that whether/how gNB vendors shall/will share their reference decoder to UE vendors for training. In short, the feasibility of training is questionable if gNB vendor can’t provide reference model to UE vendor. 
   - For Option 3: Since the reference decoder is fully specified, the problem mentioned in above Option 1, i.e., there is no feasibility and implementation issue for UE vendor also exists for Option 3. Furthermore, full specified reference decoder may not be future-proof manner considering the development of AI/ML network backbone and others. 
   - For Option 4: it is not clear that how the reference decoder is ”partially specified and captured in RAN4 spec” and the feasibility could depend on the detailed proposal. If only the AI/ML model structure is known, the feasibility for UE vendor to have an offline training for the AI/ML encoder is still questionable. 
Observation 1: For the	reference decoder for test implementation for two-sided models in the UE performance tests, the feasibility of the offline training to obtain UE encoder can be confirmed at least for Option 1 and 3. 

Particularly for the three types of collaborations for two-sided model use case: Two-sided models can be developed either by a single vendor (Type 1) or by two or more vendors through collaboration (Type 2 and 3). From RAN1 perspective, in all the three types, the two-sided models can be either developed in an offline setup or online setup, for one-to-one training point of view, offline Type 2 training have the same outcome as Type 1 training. From RAN4 perspective, considering the RAN4 agreement that “Study of tests for online training procedures are de-prioritized” [3], RAN4 just need to focus on offline training manner based on existing agreement of de-prioritization on the online training in which the collection of training inputs (data, gradient values etc.) is via the air-interface, which means Type-2 collaboration can be excluded in Rel-18 RAN4 discussion. 
[image: ]
Fig. 4: Illustration of three types of training collaboration for two-sided model

Observation 2: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the reference model for two-sided model test implementation. 

For Option 2, depending on the test decoder can be provided to UE for model design, we observed that it could match with different collaboration type. Particularly for Option 4 (test decoder partially specified in 3GPP), if the Type 3 collaboration is followed by TE and UE vendors, we expect it is possible this type of collaboration can be achieved: 
Observation 3: For the	reference decoder to be used in the test implementation for two-sided models for the UE performance tests: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by BS vendors directly;
   - Option 2 (if test decoder can be provided to UE for model design) can be regarded to match with partially Type-3 training collaboration, i.e., decoder is provided by gNB vendors for UE-side training, but without further gNB-side training based on labeled data. 
   - Option 3 can be regarded to match with partially Type-3 training collaboration, i.e., decoder is provided UE-side training, but without further gNB-side training based on labeled data. 
   - Option 4 can be regarded to match with Type-3 training collaboration, if the procedure of Type 3 collaboration can be followed by TE and UE vendors. 

Considering the pros and cons of having the reference model provided by either UE vendors (option 1) or gNB vendors (option 2), for the test implementation of 2-sided models with the purpose of UE conformance testing (repeatable), we may suggest RAN4 to further study the feasibility of Option 3, i.e., with the reference decoder fully specified (potentially corresponding to a certain CSI condition also specified) in RAN4, UE vendor can have the offline training for the proper encoder for the specified CSI condition. 
Proposal 8: For the test decoder used in the test implementation for two-sided models for the purpose of UE conformance tests, the following modified Option 3 is preferred:
   -  (Modified) Option 3: The test decoders are fully specified and captured in RAN4 spec, which are specified corresponding to certain CSI conditions, to ensure identical implementation across equipment vendors without additional training procedure needed.
If the above modified Option 3 can’t be adopted, we suggest to stop the discussion on the 2-sided model in Rel-18 scope, because CSI compression is the only sub-use case and we doubt the efforts spent on this single sub-use case, but see no easy solution for selecting reference decoder. 
Proposal 9: If the modified Option 3 is not adopted, RAN4 shall drop all discussion on 2-sided model related topic in Rel-18 SI. 

4. Test data generation 
Based on the discussion in RAN4#106Bis-e, the following candidate methods for test data generations have been identified: 
	· Option-a: Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Option-b: Field dataset (data collected directly from field measurements)
· Option-c: TE generates data for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded


Firstly we see the problem of Option-b for field dataset (data collected directly from field measurements), because of the difficulty/cost to get field dataset which can be fully recognized by 3GPP and other companies. Unless a fully trustable 3rd party want to spend efforts to build up the field dataset, it is hard for 3GPP to follow this Option-b for test data generation. And the next question how to guarantee the proposed field dataset is representative enough is also need more study. 
For Option-c, it is generally aligned with the currently used method in RAN4 and TE, i.e., TE generates the data (e.g., channel data) for test based on assumptions/parameters defined by RAN4. However, however, one difference for AI/ML could be the test dataset could be very large by considering all possible random variables which may be presented for the rule/function to generate data. For instance, if a CDL channel for low Doppler condition is used, the dataset can be very large to cover all possible states generated by the random variables. This can also be the key difference between Option-a and Option-c: In Option-a, the dataset is generated and known to TE/gNB/UE vendors, which is not necessarily large enough to cover all possibilities. 
Proposal 10: FFS on pros and cons for Option-a (dataset provided by 3GPP) and Option-c (methodology provided by 3GPP): 
  - Option-a: Whether the dataset is representative enough is no longer be a problem, but 3GPP have not yet provided a dataset for testing before. 
  - Option-c: For a complex test environment used for AI/ML performance testing, it is possible the test environment (especially for a test within the reasonable test duration) cannot be representative enough due to test limitation (e.g., limited test duration), which can be a problem for repeatability of conformance testing. 
[bookmark: _Hlk135057793]5. Interoperability aspects 
5.1 Network-UE collaboration levels of AI/ML Operation
Based on our analysis from last meeting [6], the interoperability analysis for AI/ML operation for NR air interface can be summarized as below, which we suggest shall be included in TR
Proposal 11: The interoperability analysis for AI/ML operation for NR air interface are summarized as below, which shall be captured in TR. 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI





6. Conclusion
In this contribution, we provided our viewpoints on the on the interoperability and testability aspects for AI/ML for NR air interface, accordingly the following observations and proposals are obtained: 
Reference block diagrams for testing
Proposal 1: RAN4 shall firstly discuss and agree on the following principles to draft the reference block diagram for 1-sided model and 2-sided model:
-	shall NOT contain the block for training;
-	shall contain the blocks for model/functionality monitoring and selection/switching/
(de)activation/ fallback in DUT;
-	shall contain the AI/ML LCM procedure verification and model control in TE;
-	shall contain the test scenario generator to enable testing in different scenarios, used for generalization verification aspects. 
Proposal 2: The purpose of introducing the diagram (to be captured in TR38.843) is to derive the potential testing procedure and used as the basis to judge whether certain performance metric is testable, for each use case for normative work.
Proposal 3: RAN4 shall include the following reference block diagram in TR for testing 1-sided model (UE as DUT). 
DUT / UE

[image: ]Fig. 1: Reference block diagram for testing 1-sided model (UE as DUT)

Proposal 4: RAN4 shall include the following reference block diagram in TR for testing the UE-side model of the 2-sided model (based on the example use case of CSI compression). 

[image: ]Fig. 2: Reference block diagram for testing UE-side model of the 2-sided model 
(based on the example use case of CSI compression)

Proposal 5: Before defining reference block diagram for testing gNB-side model of the 2-sided model, the test metric and procedure shall be clarified for feasibility. 
Proposal 6: FFS the feasibility of using NR air interface to test either 1-sided model implemented in gNB side or gNB-side model of 2-sided model. If not confirmed, gNB-side model shall be precluded for testing in RAN4. 

Two-sided model framework
Proposal 7: The following clarification of options are provided for option 1-4 test decoder for 2-sided model. 
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	The vendor of the encoder/DUT
(i.e., UE vendor)
	The vendor of the decoder
(i.e., BS vendor)
	3GPP specification
(Fully specified)
	3GPP specification
(Partially specified) and model retuning by TE vendors

	Source of decoder training data
	Depends on UE vendor
	Depends on BS vendor
	Depends on 3GPP standardization discussion
	Depends on 3GPP standardization discussion and vendor input

	DUT vendor knowledge of the test decoder
	Full knowledge
	No
	Full knowledge
	Partial knowledge

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	Type 1 
(Joint training of encoder/decoder 
at UE-sided)

	Not applicable
(if test decoder is not provided to UE vendors for encoder design)

Or 

Partially Type 2 or 3
(Only if gradient results or test decoder can be provided to UE vendors for encoder design; “Partially” because test decoder is fixed and no further refinement)


	Partially Type 2 or 3
(“Partially” because test decoder is fixed and no further refinement)

	Maybe Type 3 starting at NW side
(if Type 3 collaboration procedure is specified and followed by TE/DUT vendors)

	Test decoder verification procedure at TE and/or DUT
	No
(Test decoder adopted by TE directly) 
	No and questionable feasibility 
(Test decoder adopted by TE directly)
	No
(3GPP-specified test decoder leads to same TE implementation) 
	No 
(3GPP-partially-specified test decoder and retuned by TE vendor)

	Feasibility of test decoder verification procedure
	Not applicable
	Not applicable
(Question about the how test decoder verification procedure can be made) 
	Not applicable
	Not applicable

	Pros/Cons analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	No
(Can’t reflect real deployment since no evidence shown that BS vendors will adopt decoder provided by UE vendors)
	Yes or Maybe
(Depends on test decoder can be provided to UE for model design)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)
	Maybe
(Depends on whether specified test decoder can reflect decoder in the field)

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Limited effort  
(Model complexity assumption should be aligned by TE and UE vendors)
	Limited effort  
(Model complexity assumption should be aligned by TE and BS vendors)
	No effort  

	No effort  

	Specification Effort (e.g. test decoder)
	No specification effort required for test decoder
	No specification effort required for test decoder
	RAN4 effort required on specifying test decoder 
(including model structure and dataset for training etc.)
	RAN4 effort required on specifying test decoder 
(including model structure and dataset for training etc.)

	Confidentiality/IP issues
	Yes
(Disclosure of UE vendor designed IP)
	Yes
(Disclosure of BS 
vendor designed IP)
	No issues identified
	Maybe
(Disclosure of TE vendor designed IP, but depends on model retuning procedure)

	Applicability to different scenarios/conditions/ configurations
	Yes, if UE vendors can provide different test decoders accordingly
	Yes, if BS vendors can provide different test decoders accordingly
	Yes, if 3GPP can specify different test decoders accordingly
	Yes, if 3GPP can specify different test decoders and/or TE vendor retune the model accordingly

	Complexity of actual testing procedure for the ecosystem
	Low
(DUT is only required to be tested against the specified test decoder)
	High
(Conformance tests could be not available since different test decoders from different BS vendors)
	Low
(DUT is only required to be tested against the specified test decoder)
	Low/Medium
(DUT is only required to be tested against the partially specified test decoder, but refinement procedure maybe required for TE)




Observation 1: For the	reference decoder for test implementation for two-sided models in the UE performance tests, the feasibility of the offline training to obtain UE encoder can be confirmed at least for Option 1 and 3. 
Observation 2: Only Type-1 and Type-3 training collaboration with the offline training manner needs to be considered in Rel-18 RAN4 study on the methodology to obtain the reference model for two-sided model test implementation. 
Observation 3: For the	reference decoder to be used in the test implementation for two-sided models for the UE performance tests: 
   - Option 1 can be regarded to match with Type-1 training collaboration, i.e., decoder developed by UE vendors shall be provided to and used by BS vendors directly;
   - Option 2 (if test decoder can be provided to UE for model design) can be regarded to match with partially Type-3 training collaboration, i.e., decoder is provided by gNB vendors for UE-side training, but without further gNB-side training based on labeled data. 
   - Option 3 can be regarded to match with partially Type-3 training collaboration, i.e., decoder is provided UE-side training, but without further gNB-side training based on labeled data. 
   - Option 4 can be regarded to match with Type-3 training collaboration, if the procedure of Type 3 collaboration can be followed by TE and UE vendors. 
Proposal 8: For the test decoder used in the test implementation for two-sided models for the purpose of UE conformance tests, the following modified Option 3 is preferred:
   -  (Modified) Option 3: The test decoders are fully specified and captured in RAN4 spec, which are specified corresponding to certain CSI conditions, to ensure identical implementation across equipment vendors without additional training procedure needed.
Proposal 9: If the modified Option 3 is not adopted, RAN4 shall drop all discussion on 2-sided model related topic in Rel-18 SI. 

Test data generation
Proposal 10: FFS on pros and cons for Option-a (dataset provided by 3GPP) and Option-c (methodology provided by 3GPP): 
  - Option-a: Whether the dataset is representative enough is no longer be a problem, but 3GPP have not yet provided a dataset for testing before. 
  - Option-c: For a complex test environment used for AI/ML performance testing, it is possible the test environment (especially for a test within the reasonable test duration) cannot be representative enough due to test limitation (e.g., limited test duration), which can be a problem for repeatability of conformance testing. 

Interoperability aspects
Proposal 11: The interoperability analysis for AI/ML operation for NR air interface are summarized as below, which shall be captured in TR. 
	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guaranteed by model inference perf.)
N/A for two-sided model online training and FFS offline training. 
	Interoperability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI
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