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1. Introduction
At the last RAN4 meeting (RAN4#108 in Toulouse) the work to collect simulation results for the adjacent channel coexistence evaluation part of SBFD SI (FS_NR_duplex_evo) continued. All simulation results submitted to last meeting from several companies were collected in an Excel sheet in [1] and the moderator captured results in way-forward [2]. Based on collected simulation results, high level conclusion for scenarios and cases where common trends could be observed was captured in the way-forward. 
Still discussions on simulation assumptions continues. At last meeting a text proposal was created to collect RAN4 simulation assumptions to TR 38.858, Annex E [8]. In the review process it can be noticed that all agreements are still not captured properly. An update to previous text proposal to properly reflect agreements is presented in [9]. In latest version (1.0.0) of TR 38.858 no information related to RAN4 simulation assumptions is captured. 
Based on simulation results, high level conclusion for Scenario 1, 3, 4, 5 and 6 have been captured in the way-forward from last meeting. 
In this contribution we provide additional simulation results with updated assumptions for Scenario 1, 2, 4, 5 and 6 for Cases 1, 2, 3 and 4. Since Scenario 7 has been down selected no additional results for this scenario are included. 

2. Discussion
In this contribution we follow the RAN4 coexistence evaluation methodology applied to the 4 coexistence cases identified for study during previous meetings. For each coexistence case we identify a “relative ACIR” value, which we sweep to achieve the RAN4 coexistence target of 5% degradation for mean user throughput and 5%-tile user throughput with respect to the baseline defined by the study in previous meetings. Specifically, for each identified coexistence case, the ACIR that impact the coexistence are derived from baseline assumptions for legacy TDD and SBFD BS and UE, as described in the following Table 2-1 and Table 2-2. The relative ACIR which is swept is highlighted, with the motivation explained in detail in the corresponding sections.
Table 2-1: FR1 Baseline ACIR derived from baseline assumptions for legacy TDD and SBFD
	Coexistence Case
	ACIR of interest
	Baseline ACIR
	ACLR
	ACS

	1
	ACIR_UE_UE
	28.23 dB
	ACLR UE SBFD = 30 dB
	ACS UE TDD = 33 dB

	
	ACIR_BS_UE
	32.7 dB
	ACLR BS SBFD = 45 dB
	ACS UE TDD = 33 dB

	2
	ACIR_BS_BS
	43.8 dB
	ACLR BS SBFD = 45 dB
	ACS BS TDD = 50 dB

	
	ACIR_UE_BS
	30 dB
	ACLR UE SBFD = 30 dB
	ACS BS TDD = 50 dB

	3
	ACIR_BS_BS
	43.8 dB
	ACLR BS TDD = 45 dB
	ACS BS SBFD = 50 dB

	
	ACIR_BS_UE
	32.7 dB
	ACLR BS TDD = 45 dB
	ACS UE SBFD = 33 dB

	4
	ACIR_UE_UE
	28.23 dB
	ACLR UE TDD = 30 dB
	ACS UE SBFD = 33 dB

	
	ACIR_UE_BS
	30 dB
	ACLR UE TDD = 30 dB
	ACS BS SBFD= 50 dB


  
Table 2-2: FR2 Baseline ACIR derived from baseline assumptions for legacy TDD and SBFD
	Coexistence Case
	ACIR of interest
	Baseline ACIR
	ACLR
	ACS

	1
	ACIR_UE_UE
	20 dB
	ACLR UE SBFD = 23 dB
	 ACS UE TDD = 23 dB

	
	ACIR_BS_UE
	21.8 dB
	ACLR BS SBFD = 28 dB
	ACS UE TDD = 23 dB

	2
	ACIR_BS_BS
	22.5 dB
	ACLR BS SBFD = 28 dB
	ACS BS TDD = 24 dB

	
	ACIR_UE_BS
	20.4 dB
	ACLR UE SBFD = 23 dB
	ACS BS TDD = 24 dB

	3
	ACIR_BS_BS
	22.5 dB
	ACLR BS TDD = 28 dB
	ACS BS SBFD = 24 dB

	
	ACIR_BS_UE
	21.8 dB
	ACLR BS TDD = 28 dB
	ACS UE SBFD = 23 dB

	
4
	ACIR_UE_UE
	20 dB
	ACLR UE TDD = 23 dB
	ACS UE SBFD = 23 dB

	
	ACIR_UE_BS
	20.4 dB
	ACLR UE TDD = 23 dB
	ACS BS SBFD= 24 dB



The simulation scope and corresponding priorities for deployment scenarios and coexistence evaluation cases are listed in Table 2-3 and Table 2-4. 
Table 2-3: Network deployment scenarios 
	Scenario
	FR
	Aggressor
	Victim
	Priority
	References to previous submitted results

	1
	FR1
	Urban Macro
	Urban Macro
	High
	[3], [4], [5], [6]

	2
	FR1
	Urban Hotspot
	Urban Hotspot
	Low
	[3], [4], [5]

	3
	FR1
	Indoor
	Indoor
	Low
	

	4
	FR1
	Urban Macro
	Micro
	High
	

	5
	FR1
	Micro
	Micro
	Low
	

	6
	FR2-1
	Urban Macro
	Urban Macro
	High
	[3], [4]

	7
	FR2-1
	Urban Hotspot
	Urban Hotspot
	Low, Down selected
	[3]

	8
	FR2-1
	Urban Micro
	Urban Micro
	Low
	

	9
	FR2-1
	Indoor
	Indoor
	Low
	



In this contribution we provide simulation results for scenarios highlighted with yellow background in Table 2-3.
Table 2-4: Coexistence cases
	Case
	Aggressor
	Victim
	Slot allocation
Aggressor                                        Victim
	Priority

	1
	SBFD
	TDD DL
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	High

	2
	SBFD
	TDD UL
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	Low

	3
	TDD DL
	SBFD
	[image: ]           [image: ]
	High

	4
	TDD UL
	SBFD
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	Low











2.1 FR1
For FR1 deployment Scenario 1, 2, 4, and 5 will be considered for coexistence evaluation Cases 1, 2, 3 and 4. Differently from previous contribution, we will focus on updated assumptions considering the blocking model, without assumption of sub-band filter implementation, and an increased value for BS ACS and ICS (50 dB), and one penetration loss for indoor users located in different buildings/clusters.

2.1.1 Scenario 1 (Urban Macro)
Scenario 1 consists of a coexistence Urban Macro scenario, UMa-UMa, where users (UEs) are uniformly distributed in the operator’s coverage area. The deployments of the two operators consider as a baseline a best-case scenario where the Grid-Shift (GS) is 100%. More details on the scenario are reported in the Annex in section 5. For this scenario, cases 1, 2, 3 and 4 have been evaluated.

2.1.1.1 Scenario, Case 1
Case 1 refers to the coexistence case where the aggressor is an SBFD Macro network, and the victim is the DL (Down-Link) of legacy static TDD Macro network. In this coexistence case, we are interested in observing the impact of UE-to-UE CLI (Cross-Link Interference), and since UEs are here uniformly distributed, in a wide-area network, it is highly unlikely that two UEs happen to be so close to each other to generate a significant level of interference. This is why it is of interest to look also at the performance of this coexistence case, in Scenario 2 (Urban Hotspot).
Notice that the aggressor SBFD transmits both UL (Up-Link) and DL, so the performance of legacy TDD DL is the result of the ACI impact from both SBFD UL and DL. The impact from DL SBFD, however, will not be noticeable because also the baseline of the comparison is affected by similar DL interference and the assumption taken on the PSD (Power Spectral Density) for DL SBFD is to be the same as TDD. This is why in the following we will focus on studying the impact on DL legacy TDD from UL SBFD, by sweeping the ACIR_UE_UE value.
Figure 2.1.1.1-1 shows the DL mean and 5%-tile user throughput of TDD network, in Urban Macro scenario, and as can be observed, there is not coexistence impact on the DL TDD performance. The reason is that in a wide area scenario, if users are dropped uniformly, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI. For this reason, for this coexistence case it is of interest to also study Urban Hotspot deployment scenario, with clustered UEs.
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Figure 2.1.1.1-1: Case 1: DL mean and 5%-tile user throughput of TDD, FR1, Scenario 1 (sweeping ACIR_UE_UE)
Observation 1:  For Scenario 1/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD Macro network is possible when users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. However, this scenario may hide coexistence issues, because when users are uniformly distributed over a wide area, the probability that two users active in UL and DL at the same time are dropped close enough to each other to generate UE-to-UE CLI is extremely low.

2.1.1.2 Scenario 1, Case 2
Case 2 refers to the coexistence case where the aggressor is the SBFD DU Macro operator, and the victim is the UL (Up-Link) of the legacy static TDD Macro operator. 
Figure 2.1.1.2-1 shows the UL mean and 5%-tile user throughput of the Macro TDD network. Considering the reference ACIR values based on the assumptions, it can be observed a degradation of 17.8% and 70% in terms of mean and 5%-tile user throughout, respectively. By sweeping the ACIR_BS_BS to high values, it is possible to reduce the impact of BS-to-BS interference. However, beyond a certain level, the 5%-tile throughput degradation cannot be further reduced. The reason is that in this case, the blocking of the UL TDD receiver, which happens with approximately 2% probability in our simulations due to the DL SBFD activity, and the increment of the resulting noise figure, introduce a degradation that cannot be eliminated, even if the ACIR is increased to very high and not realistic values. 
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Figure 2.1.1.2-1: Case 2: UL mean and 5%-tile user throughput of TDD, FR1, Scenario 1 (sweeping ACIR_BS_BS)
Observation 2: For Scenario 1/Case 2 (wide area network deployment scenario), the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 17% degradation is observed in terms of mean user throughput, and around 70% in terms of 5%-tile user throughput.
Observation 3: For Scenario 1/Case 2, for high power, wide area network scenarios, when blocking is modelled at SBFD and TDD BS, approximately a 2% of blocking probability is observed in our simulation, when considering a transmission power at the BS of 49 dBm, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the throughput degradation to an acceptable level, below 5%, with respect to the baseline.

2.1.1.3 Scenario 1, Case 3
Case 3 refers to the coexistence case where the aggressor is the legacy TDD Macro operator, and the victim are the UL and DL of the SBFD Macro operator.
Figure 2.1.1.3-1 shows the UL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of TDD. Considering the reference ACIR assumptions, it can be observed a degradation with respect to the baseline of 15.7% and 60.4%, in terms of mean and 5%-tile user throughout, respectively. In this case, due to the blocking of the UL of SBFD network, which happens with approximately 2% probability in our simulation, and increased noise figure, due to the DL TDD activity, it is not possible to reduce the degradation beyond a certain level, even if the ACIR is increased to very high and not realistic values.
Figure 2.1.1.3-2 shows the DL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of TDD Macro operator. It can be observed that the DL of SBFD can coexist with the DL of TDD, and the performance degradation is below 5%.
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Figure 2.1.1.3-1: Case 3: UL mean and 5%-tile user throughput of SBFD, FR1, Scenario 1 (sweeping ACIR_BS_BS)
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Figure 2.1.1.3-2: Case 3: DL mean and 5%-tile user throughput of SBFD, FR1, Scenario 1 sweeping ACIR_BS_UE)
Observation 4: For Scenario 1/Case 3, for wide area and high power networks, the UL of a SBFD network is highly impacted by the coexistence with a legacy TDD network. Approximately 15.7% degradation is observed in terms of mean user throughput, and 60.4% in terms of 5%-tile user throughput.
Observation 5: For Scenario 1/Case 3, for wide area and high power networks, when blocking is modelled at SBFD and TDD BS, approximately a 2% of blocking probability is observed in our simulation, when the BS transmission power is set to 49 dBm, due to the CLI generated by the DL of legacy TDD neighbour operator. This probability of blocking, together with the increment in noise figure, harmfully impacts the UL performance of the SBFD Macro network in such a way that even increasing the BS-BS ACIR, it is not possible to reduce the throughout degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 6: For Scenario 1/Case 3, it is important to understand the difference between the interference captured by the BS receiver chain, which degrades the signal SINR and consequently the throughput performance, and the total received signal in the operation band, which can potentially saturate the BS receiver. The increment of ACIR_BS_BS can reduce the impact of BS-to-BS interference but cannot reduce the risk of blocking of the receiver, and this is what we observe in the UL results reported for Cases 2 and 3, when the UL of TDD and SBFD are victim of the DL transmissions from the other operator.





2.1.1.4 Scenario 1, Case 4
Case 4 refers to the coexistence case where the aggressor is the UL of legacy TDD Macro operator, and the victim are the DL and UL of the SBFD Macro operator.
Figure 2.1.1.4-1 and Figure 2.1.1.4-2 show the DL and UL mean and 5%-tile user throughput of SBFD network, respectively, in Urban Macro scenario. As it can be observed, there is not a coexistence issue on the DL and UL of SBFD performance in Urban Macro scenario. The reason is that in a wide area scenario, if users are dropped uniformly, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI.
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Figure 2.1.4.1-1: Case 4: DL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 1 (sweeping ACIR_UE_UE)
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Figure 2.1.4.1-2: Case 4: UL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 1 (sweeping ACIR_UE_BS)
Observation 7: For Scenario 1/Case 4, similarly to Case 1, the TDD legacy UL does not generate disruptive interference against the DL or UL of SBFD.






2.1.2 Scenario 2 (Urban Hotspot)
Scenario 2 focuses on a wide area, high power, UMa-UMa coexistence scenario, but differently from Scenario 1, the UEs are clustered so that they are more likely to transmit and receive in close vicinity to other users, which better exposes coexistence issues derived by UE-to-UE CLI. Coexistence cases 1, 2, 3 and 4 are studied for this scenario.

2.1.2.1 Scenario 2, Case 1
Figure 2.1.2.1-1 shows the DL mean and 5%-tile user throughput of TDD Macro network, in a Urban Hotspot scenario, as a function of ACIR_UE_UE values. It can be observed that DL mean user throughput is not impacted by coexistence with an SBFD Macro operator, but 5%-tile user throughput is. In particular, considering the reference ACIR values based on current assumptions, coexistence of DL TDD with SBFD network causes 9.5% degradation in 5%-tile throughput performance, with respect to the baseline. In order to reduce the degradation to a level lower than 5%, it is required to increase the ACIR by 8 dB, so up to 36 dB. Assuming that the ACS of the TDD UEs is fixed and equal to 33 dB, it is not possible to achieve the desired ACIR even assuming SBFD UE ACLR can be improved till 40 dB or beyond. Also, the ACS of the TDD UE should be improved.
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Figure 2.1.2.1-1: Case 1: DL mean and 5%-tile user throughput of TDD, FR1, Scenario 2 (sweeping ACIR_UE_UE)
Observation 8: For Scenario 2/Case 1, where Macro DL TDD is the victim, and Scenario 2, when the users are clustered, and the distance among them is reduced, it is higher the probability that users interfere among each other. In this case, we observe that the DL mean user throughput is not affected by the coexistence with a Macro SBFD network, but the 5%-tile throughput is, with up to 9.5% degradation with respect to the baseline. This requires an ACIR increment up to at least 36 dB. It is not possible to achieve 36 dB ACIR considering that the UE ACS is limited to 33 dB. So this requirement for legacy UEs should be improved, or coexistence is unfeasible.

2.1.2.2 Scenario 2, Case 2
The behaviour for Case 2 in urban hotspot scenario is similar to the urban macro, as observed in Figure 2.1.2.2-1. This scenario is more challenging in terms of coverage, due to the fact that 80% of users are clustered indoor (section 2.2.3.9.1 in R4-2220247 [10]). About the mean user throughput, similarly to what observed in urban scenario, there is a reduction of UL mean user throughput performance of 18.3% when SBFD is the neighbour of a TDD network, compared to the case TDD coexists with TDD, and 62.2% for 5%-tile throughout. By increasing the ACIR we can get an improvement, but not enough to reduce the degradation to less than 5%. This is due to the additional source of performance degradation, besides the BS-to-BS CLI, introduced by the blocking of the receiver.
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[bookmark: _Hlk146192511]Figure 2.1.2.2-1: Case 2: UL mean and 5%-tile user throughput of TDD, FR1, Scenario 2 (sweeping ACIR_BS_BS)
Observation 9: For Scenario 2/Case 2, similarly to Scenario 1/Case 2, for wide area network scenarios, also in Scenario 2, the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 18.3% degradation is observed in terms of mean user throughput, and around 62.2% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 2% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the throughput degradation to an acceptable level, below 5%, with respect to the baseline.

2.1.2.3 Scenario 2, Case 3
For Case 3, the behaviour and conclusion in Urban Hotspot scenario are similar to the Urban Macro. Similarly, as in Case 2, this scenario has more challenges in terms of coverage, due to the fact that 80% of users are clustered indoor (section 2.2.3.9.1 in R4-2220247 [10]). Similar to what observed in Urban Macro scenario, there is a reduction of approximately 15% and 54.3% of UL mean user throughput and UL 5%-tile user throughput, when a TDD Macro network is the neighbour to a SBFD Macro network, compared to the case the SBFD network is isolated, as can be observed in Figure 2.1.2.3-1. By increasing the ACIR, we can get an improvement, by removing the BS-to-BS interference, but not enough to reduce the degradation to less than 5%. 5%-tile throughput cannot be recovered even pushing ACIR 36 dB higher; for mean user throughput, we should increase it by more than 8 dB, so beyond 52 dB, which is not possible assuming ACLR of 45 dB at legacy TDD BSs.
Figure 2.1.2.3-2 shows the DL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of TDD. It can be observed that the DL of SBFD can coexist with the DL of TDD with the performance degradation below 5%.
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Figure 2.1.2.3-1: Case 3: UL mean and 5%-tile user throughput of SBFD, FR1, Scenario 2 (sweeping ACIR_BS_BS)
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Figure 2.1.2.3-2: Case 3: DL mean and 5%-tile user throughput of SBFD, FR1, Scenario 2 (sweeping ACIR_BS_UE)
Observation 10: For Scenario 2/Case 3, similarly to Scenario 1/Case 3, in FR1, for wide area network scenarios, also in Scenario 2, the UL of a SBFD network is highly impacted by the coexistence with an SBFD network. Around 15% degradation is observed in terms of mean user throughput, and around 54.3% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 2% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the SBFD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the 5%tile degradation to an acceptable level, below 5%, with respect to the baseline. The UL mean user throughput requires to increase the ACIR beyond 52 dB, which is not possible considering current legacy TDD requirement of 45 dB ACLR at the BS.

2.1.2.4 Scenario 2, Case 4
Figure 2.1.2.4-1 and Figure 2.1.2.4-2 show the DL and UL mean and 5%-tile user throughput, respectively, of SBFD network, in Urban Hotspot scenario. It can be observed that UL mean and 5%-tile throughput, and DL mean user throughput and 5%-tile user throughput are not impacted by coexistence with the legacy TDD operator. 
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Figure 2.1.2.4-1: Case 4: DL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 2 (sweeping ACIR_UE_UE)
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Figure 2.1.2.4-2: Case 4: UL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 2 (sweeping ACIR_UE_BS)
Observation 11: For Scenario 2/Case 4, and Urban Macro scenario, the TDD legacy UL does not generate disruptive interference against the DL or UL of SBFD.

2.1.3 Scenario 4
Scenario 4 consists of a coexistence Urban Macro scenario – Urban Micro scenario, UMa-UMi, where users (UEs) are uniformly distributed in the operator’s coverage area. The deployments of the two operators consider as a baseline a best-case scenario where the grid-shift is 100%. More details on the scenario are reported in the parameter Annex in section 5. For this scenario, cases 1, 2, 3 and 4 have been evaluated.

2.1.3.1 Scenario 4, Case 1
Case 1 refers to the coexistence case where the aggressor is the SBFD Macro (UMa) operator, and the victim is the Micro (UMi) DL (Down-Link) of a legacy static TDD operator. In this coexistence case, we are interested in observing the impact of UE-to-UE CLI (Cross-Link Interference), and since UEs are uniformly distributed, it is unlikely that two UEs happen to be so close to each other to generate a significant level of interference. 
Figure 2.1.3.1-1 shows the mean and 5%-tile user throughput of DL TDD of the Micro network operator. It can be observed that DL performance are not degraded due to the operation of Macro UEs, which are spread in the wider area of the Macro network operator.
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[bookmark: _Hlk146118120]Figure 2.1.3.1-1: Case 1: DL mean and 5%-tile user throughput of TDD network, FR1, Scenario 4 (sweeping ACIR_UE_UE)
Observation 12: For Scenario 4/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD of a Micro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to Scenario 1, Case 1.

2.1.3.2 Scenario 4, Case 2
Case 2 refers to the coexistence case where the aggressor is the SBFD DU macro network operator, and the victim is the UL (Up-Link) of the legacy static TDD Micro operator. 
Figure 2.1.3.2-1 shows the UL mean and 5%-tile user throughput of TDD. Considering the reference ACIR values based on the assumptions, it can be observed that there is not degradation for mean user throughput, while there is 21.3% degradation in terms of 5%-tile user throughout. By sweeping the ACIR_BS_BS to high values, it is possible to reduce the impact of BS-to-BS interference. However, beyond a certain level, the 5%-tile throughput degradation cannot be further reduced even if ACIR is increased to very high values. The reason is that the blocking of the UL TDD receiver, which happens with approximately 0.4% probability in our simulation, due to the DL SBFD activity, and the increment of the noise figure, introduce a degradation that cannot be eliminated, even if the ACIR is increased to very high and not realistic values. 
As a result, coexistence between Marco SBFD as aggressor and Micro TDD UL as a victim is not possible, but it results less challenging than the case when the victim is Macro TDD UL. The reason is that in a Micro scenario the UL is not as challenged as in a Macro scenario in terms of coverage, and this makes the UL links in the Micro network more resilient to the BS-to-BS interference coming from the DL of SBFD network. In addition, for the specific agreed deployment setup, the victim Micro deployment occupies a smaller area than the Macro deployment, so that it is close to only a subset of Macro base stations, which also reduces the BS-to-BS aggregated interference impact compared to the UMa-UMa scenario, where all the aggressor Macro nodes have similar impact to the BS-to-BS CLI.
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Figure 2.1.3.2-1: Case 2: UL mean and 5%-tile user throughput of TDD, FR1, Scenario 4 (sweeping ACIR_BS_BS)
Observation 13: For Scenario 4/Case 2, when Macro SBFD is the aggressor and Micro TDD UL is the victim, there is degradation in the performance of TDD UL, with respect to the baseline. Specifically, 5%-tile throughout is reduced by 21.3% and this degradation cannot be reduced, even considering very high and unrealistic ACIR values, due to the increase in noise figure and blocking probability, caused by the BS-to-BS interference generated by SBFD DL.

2.1.3.3 Scenario 4, Case 3
Case 3 refers to the coexistence case where the aggressor is the legacy TDD Micro operator, and the victim are the UL and DL of the Macro SBFD operator.
Figure 2.1.3.3-1 shows the UL mean and 5%-tile user throughput of SBFD Macro network, when the aggressor is the DL of Micro TDD network. Considering the reference ACIR assumptions, it can be observed a degradation with respect to the baseline of 14.4% in terms of 5%-tile user throughout. In this case, ACIR should be increased by more than 10 dBs, so above ACIR of 54 dB. This would require increasing the ACLR of the aggressor TDD Micro network above 54 dB.
Figure 2.1.3.3-2 shows the DL mean and 5%-tile user throughput of SBFD Macro network, when the aggressor is the DL of TDD Micro network. It can be observed that the DL of SBFD can coexist with the DL of TDD with the performance degradation below 5% for mean user throughput. For 5%-tile throughput there is a slight degradation, but there exists also for TDD-TDD coexistence scenario, so it does not specifically come from coexistence between SBFD and TDD technologies.
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Figure 2.1.3.3-1: Case 3: UL mean and 5%-tile user throughput of SBFD, FR1, Scenario 4 (sweeping ACIR_BS_BS)
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Figure 2.1.3.3-2: Case 3: DL mean and 5%-tile user throughput of SBFD, FR1, scenario 4 (sweeping ACIR_BS_UE)
Observation 14: For Scenario 4/Case 3, when Micro TDD is the aggressor and Macro SBFD UL is the victim, there is degradation in the performance above 5% for UL SBFD 5%-tile throughput. This degradation cannot be recovered because it would require an increment of legacy ACLR above 54 dB. On the other hand, when the victim is SBFD Macro DL, degradation is not observed.

2.1.3.4 Scenario 4, Case 4
Case 4 refers to the coexistence case where the aggressor is the UL of a Micro legacy TDD operator, and the victim are the DL and UL of the Macro SBFD operator, in a Macro-Micro deployment.
Figure 2.1.3.4-1 and Figure 2.1.3.4-2 show the DL and UL mean and 5%-tile user throughput of SBFD network, respectively, in Urban Macro scenario. As it can be observed, there is not a coexistence issue on the DL and UL of SBFD performance in Urban Macro scenario, when legacy TDD Micro is the victim. The reason is that in a wide area scenario, if users are uniformly dropped in the coverage area, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI.
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Figure 2.1.3.4-1: Case 4: DL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 4 (sweeping ACIR_UE_UE)
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Figure 2.1.3.4-2: Case 4: UL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 4 (sweeping ACIR_UE_BS)
Observation 15: For Scenario 4/Case 4, coexistence of legacy TDD Micro network (aggressor), with DL and UL of an SBFD Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to Scenario 1, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.

2.1.4 Scenario 5
Scenario 5 focuses on the coexistence in Urban Micro scenario – Urban Micro scenario, Umi-Umi, where users (Ues) are uniformly distributed in the operators’ coverage area.
The deployments of the two operators consider as a baseline a best-case scenario where the grid-shift is 100%. More details on the scenario are reported in the parameter Annex in section 5. For this Scenario, Cases 1, 2, 3 and 4 have been evaluated.

2.1.4.1 Scenario 5, Case 1
Case 1 refers to the coexistence case where the aggressor is the SBFD Micro (UMi) operator, and the victim is the Micro (UMi) DL (Down-Link) of legacy static TDD operator. In this coexistence case, we are interested in observing the impact of UE-to-UE CLI (Cross-Link Interference), and since UEs are uniformly distributed, it is unlikely that two UEs happen to be so close to each other to generate a significant level of interference. 
Figure 2.1.4.1-1 shows the mean and 5%-tile user throughput of DL TDD of the Micro network operator. It can be observed that DL performance are not degraded due to the operation of UEs from the other Micro operator.
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Figure 2.1.4.1-1: Case 1: DL mean and 5%-tile user throughput of TDD network, FR1, Scenario 5 (sweeping ACIR_UE_UE)
Observation 16: For Scenario 5/Case 1, coexistence of an SBFD Micro network with a DL legacy TDD of Micro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to those summarized for Scenario 1 and 5, Case 1.

2.1.4.2 Scenario 5, Case 2
Case 2 refers to the coexistence case where the aggressor is an SBFD DU Micro network operator, and the victim is the UL (Up-Link) of a legacy static TDD Micro operator. 
Figure 2.1.4.2-1 shows the UL mean and 5%-tile user throughput of TDD. Considering the reference ACIR values based on the assumptions, it can be observed that there is degradation of 8.6% and 29.3% for mean user throughput, and 5%-tile user throughout. By sweeping the ACIR_BS_BS to high values, it is possible to reduce the impact of BS-to-BS interference. However, beyond a certain level, the 5%-tile throughput degradation cannot be further reduced even if ACIR is increased to very high values. The reason is that in this case, the blocking of the UL TDD receiver, which happens with approximately 0.4% probability in our simulation due to the DL SBFD activity, and the increment of the resulting noise figure, introduce a degradation that cannot be eliminated, even if the ACIR is increased to very high and not realistic values.
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Figure 2.1.4.2-1: Case 2: UL mean and 5%-tile user throughput of TDD, FR1, Scenario 5 (sweeping ACIR_BS_BS)
Observation 17: For Scenario 5/Case 2, similarly to other FR1 scenarios, also for coexistence in Micro deployments, the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 8% degradation is observed in terms of mean user throughput, and around 29% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 0.4% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 18: For Scenario 5/Case 2, similarly to other scenarios where the Micro network is the victim, even if coexistence is not possible since the UL of legacy TDD system is highly impacted, coexistence performances are less challenged than for UMa-UMa deployments (Scenario 1 and 2). The reasons are that the aggressor BS power is lower, and the UL of the victim Micro network is not as challenged as in Macro scenario from coverage perspective, so that it becomes more resilient to BS-to-BS CLI.

2.1.4.3 Scenario 5, Case 3
Case 3 refers to the coexistence case where the aggressor is the legacy TDD Micro operator, and the victim are the UL and DL of the Micro SBFD operator.
Figure 2.1.4.3-1 shows the UL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of the Micro TDD network. Considering the reference ACIR assumptions, it can be observed a degradation with respect to the baseline of 7.4% and 42.5% in terms of mean and 5%-tile user throughout, respectively. To reduce mean user throughput degradation below 5% it is necessary to increase the ACIR by 6 dB, which results in ACIR above 50 dB. This is already not possible since the ACLR at the aggressor TDD BS is 45 dB. For 5%-tile throughput the ACIR should be increased by more than 10 dB, so that with current assumptions and requirements it is not possible to reduce the degradation.
Figure 2.1.4.3-2 shows the DL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of TDD.
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Figure 2.1.4.3-1: Case 3: UL mean and 5%-tile user throughput of SBFD, FR1, Scenario 5 (sweeping ACIR_BS_BS)
[image: ]     [image: ]
Figure 2.1.4.3-2: Case 3: DL mean and 5%-tile user throughput of SBFD, FR1, Scenario 4 (sweeping ACIR_BS_UE)
Observation 19: For Scenario 5/Case 3, similarly to Scenario 1, also for coexistence in Micro deployments, the UL of a SBFD network is highly impacted by the coexistence with a legacy TDD DL from a Micro network. Around 7.4% degradation is observed in terms of mean user throughput, and around 42.5% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 0.4% of blocking, due to the CLI generated by the DL of TDD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that it is not possible to reduce the degradation to an acceptable level, below 5%, with respect to the baseline, considering feasible ACIR values.

2.1.4.4 Scenario 5, Case 4
Case 4 refers to the coexistence case where the aggressor is the UL of a Micro legacy TDD operator, and the victim are the DL and UL of the Micro SBFD operator, in a Micro-Micro deployment.
Figure 2.1.4.4-1 and Figure 2.1.4.4-2 show the DL and UL mean and 5%-tile user throughput of SBFD network, respectively, in an Urban Micro scenario. As it can be observed, there is not a coexistence issue on the DL and UL of SBFD performance in Urban Macro scenario, when legacy TDD Micro is the victim. The reason is that in a wide area scenario, if users are dropped uniformly, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI.
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Figure 2.1.3.4-1: Case 4: DL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 5 (sweeping ACIR_UE_UE)
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Figure 2.1.4.4-2: Case 4: UL mean and 5%-tile user throughput of SBFD network, FR1, Scenario 5 (sweeping ACIR_UE_BS)
Observation 20: For Scenario 5/Case 4, coexistence of legacy TDD Micro network (aggressor), with DL and UL of an SBFD Micro network (Scenario 5/Case 4) is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL or UL of SBFD. Conclusion is similar to Scenario 1 and 4, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.

2.2 FR2-1
For FR2 deployment Scenario 6 is considered for coexistence evaluation Cases 1, 2, 3 and 4. 
Similarly, to FR1, the discussion is organized based on coexistence cases. We will focus, as for FR1, primarily on all the priority assumptions that have been agreed. Then, for certain cases that we believe are sensitive to critical parameters, we also evaluate the coexistence performance for the optional assumptions. Specifically, we will focus on two optional parameters: 1) the TRP: 30 dBm (priority), 40 dBm (optional) and the2) Grid-Shift (GS): 100% (priority), 50%, 25%, and 10% (optional).
For Case 1 and 4 where the DL of TDD and SBFD, respectively, are the victim, we will focus only on priority assumptions. The reason is that the DL is not expected to be sensitive to the GS between operators, and when increasing the BS Transmission power, the wanted DL will be stronger and so more resilient to UE-to-UE CLI. This is why we expect that the coexistence is more critical with the priority assumptions, and we will focus only on them.
Differently, cases 2 and 4 focus on the UL of TDD and SBFD, respectively, as a victim. The UL is extremely sensitive to the GS between operators and the BS transmission power, so for these cases we will also evaluate the optional assumptions.

2.2.1 Scenario 6 (Urban Macro)
Scenario 6 consists of a coexistence Urban Macro scenario, UMa-UMa, where users (UEs) are uniformly distributed in the operator’s coverage area. More details on the scenario are reported in the parameter Annex in section 5. For this scenario, cases 1, 2, 3 and 4 have been evaluated.

2.2.1.1 Scenario 6, Case 1
Case 1 refers to the coexistence case where the aggressor is the Macro SBFD operator, and the victim is the DL of legacy static TDD Macro operator. 
Notice that the aggressor SBFD transmits both UL and DL, so the performance of legacy TDD DL are the result of the ACI impact from both SBFD UL and DL. The impact from DL SBFD, however, will not be noticeable because also the baseline of the comparison (TDD coexistence with TDD) is affected by similar DL interference, and the assumption taken on the PSD (Power Spectral Density) from DL SBFD is to be the same as TDD. This is why in the following we will focus on studying the impact on DL STDD from UL SBFD, by sweeping the ACIR_UE_UE value.
As already mentioned, in this coexistence case we will focus only on the priority assumptions.
Figure 2.2.1.1-1 shows the DL mean and 5%-tile user throughput of TDD network, in FR2 urban Macro scenario, and as can be observed, there is not a coexistence issue on the DL TDD performance. Similarly, to Case 1 Scenario 1 for FR1, the reason is that in a wide area scenario, if users are dropped uniformly, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI. In addition, FR2 is characterized by higher directionality of transmissions, which further reduces risks of UE-to-UE CLI. 
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Figure 2.2.1.1-1: Case 1: DL mean and 5%-tile user throughput of TDD, FR2, Scenario 6 (sweeping ACIR_UE_UE)
Observation 21: For Scenario 6/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD of Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to those summarized for Scenario 1, 4 and 5, Case 1.

2.2.1.2 Scenario 6, Case 2
Case 2 refers to the coexistence case where the aggressor is the Macro SBFD DU operator, and the victim is the UL of the legacy TDD Macro operator. In the following results we study the impact of the BS-to-BS interference, by sweeping the ACIR_BS_BS. To further investigate this coexistence case, we will also include results with some optional parameters, specifically BS transmission power and grid-shift, since the UL of TDD is victim of BS-to-BS interference and this is strongly sensitive to the considered transmission power and GS between operators, as listed in Table 2.2.1.2-1.
Table 2.2.1.2-1: Simulation assumptions
	Priority assumptions
	TRP = 30 dBm
	GS=100%

	Optional assumptions A
	TRP = 30 dBm
	GS = 50%

	Optional assumptions B
	TRP = 30 dBm
	GS = 25%

	Optional assumptions C
	TRP = 30 dBm
	GS = 10%

	Optional assumption D
	TRP = 40 dBm
	GS = 100%



Figure 2.2.1.2-1 shows the UL mean and 5%-tile user throughput of TDD, when SBFD is the aggressor and priority assumptions are considered. The dominant source of interference is the internal co-link, so that the impact of BS-to-BS ACI is not as high as in FR1 scenario. Considering the reference ACIR values based on assumptions, it can be observed a degradation of 11.34% in terms of 5%-tile user throughout. To reduce the degradation to below 5%, it is necessary to increase the ACIR_BS_BS by 8 dB, so up to 30 dB. This would require increasing the ACS of TDD BSs beyond the value that is currently assumed (24 dB).
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Figure 2.2.1.2-1: Case 2 (priority assumptions): UL mean and 5%-tile user throughput of STDD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.2-2 shows the UL mean and 5%-tile user throughput of TDD, when SBFD is the aggressor and optional assumptions A, with grid-shift 50% are considered. In this case, the 5%-tile throughput is further impacted by the operation of DL SBFD, compared to the 100% case, reaching 14.5% degradation. This requires an even higher ACIR than for the 100% grid-shift case to reduce the degradation below 5%.  
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Figure 2.2.1.2-2: Case 2 (optional assumptions A): UL mean and 5%-tile user throughput of STDD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.2-3 shows the UL mean and 5%-tile user throughput of TDD, when SBFD is the aggressor and optional assumptions B, with grid-shift 25% are considered. In this case, the 5%-tile throughput is further impacted by the operation of DL SBFD, compared to the 100% case, reaching 18.8% degradation. The fact that some BSs are closer due to the reduced grid-shift causes a percentage of blocking and an increment of the noise figure when the receiver is not completely blocked. This makes that even increasing the ACIR_BS_BS and so reducing the BS-to-BS interference, it is not possible to reduce the 5%-tile degradation compared to the baseline below 5%. This can be observed in Figure 2.2.1.2-3, where even increasing the ACIR by 26 dB, the degradation is still 7%.
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Figure 2.2.1.2-3: Case 2 (optional assumptions B): UL mean and 5%-tile user throughput of STDD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.2-4 shows the UL mean and 5%-tile user throughput of TDD, when SBFD is the aggressor and optional assumptions C, with grid-shift 10% are considered. Similarly, to assumptions B, with grid-shift 10% the degradation is further improved, reaching 36.94%. Due to an increase in noise figure and blocking probability (1%), caused by the fact that some BSs are closer, the 5%-tile throughput degradation cannot be recovered. 
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Figure 2.2.2.1-4: Case 2 (optional assumptions C): UL mean and 5%-tile user throughput of STDD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.2-5 shows the UL mean and 5%-tile user throughput of TDD, when SBFD is the aggressor and optional assumptions D, when grid-shift 100% and TRP 40 dBm are considered. In this case, 9.5% and 39% degradation for mean user and 5%-tile user throughput are observed. Increasing the ACIR to very high values it is not possible to reduce the degradation of 5%tile throughput below 5%, due to the fact that the higher transmission power causes a blocking probability (0.5%) and an increment in noise figure.  
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Figure 2.2.1.2-5: Case 2 (optional assumptions D): UL mean and 5%-tile user throughput of STDD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Observation 22: For Scenario 6/Case 2, coexistence of an SBFD Macro network with the UL of a legacy TDD Macro network in FR2, is not possible assuming the baseline assumptions (TRP = 30 dBm and GS=100%) if the requirement of ACS = 24 dB is considered for the Macro TDD BS. It would be necessary to increase the ACS of the BS TDD to more than 30 dB to reduce the 5%-tile user throughout degradation below 5%.
Observation 23: For Scenario 6/Case 2, when reducing the grid-shift between the SBFD and TDD operators (values of 50%, 25% and 10% have been studied), the degradation of UL mean and 5%-tile user throughput gradually increases because some BSs are closer to each other. There is also a gradual increment in the noise figure and the blocking probability (up to 1%), which makes for the 25% and 10% grid-shift cases impossible to reduce the degradation even if the ACIR is improved to very high and unfeasible values. As a result, the coexistence performance is highly dependent on the grid-shift between operators.
Observation 24: For Scenario 6/Case 2, when considering the grid-shift 100% and increasing the TRP to 40 dBm, the degradation of UL mean and 5%-tile user throughput increases significantly in such a way that cannot be reduced to acceptable values even when increasing the ACIR to very high values. This is due to an increment in noise figure and blocking probability (0.5%). As a result, the coexistence performance is highly dependent on the BS TRP.

2.2.1.3 Scenario 6, Case 3
Case 3 refers to the coexistence case where the aggressor is the legacy TDD operator, and the victims are the UL and DL of the SBFD Macro operator. In the following results we study the impact of the BS-to-BS interference on SBFD UL, by sweeping the ACIR_BS_BS, and the BS-to-UE interference on DL SBFD. To further investigate this coexistence case, we will also include results with some optional parameters, for the BS transmission power and grid-shift, as shown in Table 2.2.1.3-1.
Table 2.2.1.3-1: Simulation assumptions
	Priority assumptions
	TRP = 30 dBm
	GS=100%

	Optional assumptions A
	TRP = 30 dBm
	GS = 50%

	Optional assumptions B
	TRP = 30 dBm
	GS = 25%

	Optional assumptions C
	TRP = 30 dBm
	GS = 10%

	Optional assumptions D
	TRP = 40 dBm
	GS= 100%



Figure 2.2.1.3-1 and Figure 2.2.3.1-2 refer to Scenario 6 considering the priority assumptions, which specifically accounts for TRP equal to 30 dBm and for grid-shift equal to 100%.
Figure 2.2.1.3-1 shows the UL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of the Macro TDD network considering the priority assumptions (grid-shift = 100% and TRP=30 dBm). When the reference ACIR values are considered, it can be observed a degradation with respect to the baseline of 1.8% and 6.1% in terms of mean and 5%-tile user throughout, respectively. It is required to increase the ACIR_BS_BS by 4 dB in order to reduce the degradation below 5%, which means that the ACS of the SBFD BS should be increased compared to current assumptions. Like in Case 2, also in this Case 3, when priority assumptions are considered, the interference at the victim is dominated by internal interference. Specifically, a great source of internal interference, besides the co-link one, which was present also in Case 2, is the inter-sector and self-interference. In general, the SBFD internal interference dominates so that the impact from ACI is lower than for FR1 and Case 2.
Figure 2.2.1.3-2 shows the DL mean and 5%-tile user throughput of SBFD, when the aggressor is the DL of TDD. Degradation is not observed.
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Figure 2.2.1.3-1: Case 3 (priority assumptions): UL mean and 5%-tile user throughput of SBFD, FR1, Scenario 6 (sweeping ACIR_BS_BS)
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Figure 2.2.1.3-2: Case 3 (priority assumptions): DL mean and 5%-tile user throughput of SBFD, FR1, Scenario 6 (sweeping ACIR_BS_UE)
Figure 2.2.1.3-3 shows the UL mean and 5%-tile user throughput of UL SBFD, when DL TDD is the aggressor and optional assumptions A, with grid-shift 50%, are considered. In this case, the 5%-tile throughput is further impacted by the operation of DL TDD, compared to the 100% case, reaching 10.7% degradation. To reduce the degradation below 5%, it is necessary to increase the ACIR_BS_BS at least 10 dB, so up to 32 dB. This is not possible to achieve if the TDD BS ACLR is fixed at 28 dB.
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Figure 2.2.1.3-3: Case 3 (optional assumptions A): UL mean and 5%-tile user throughput of SBFD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.3-4 shows the UL mean and 5%-tile user throughput of UL SBFD, when DL TDD is the aggressor and optional assumptions B, with grid-shift 25% are considered. In this case, the 5%-tile throughput is further impacted by the operation of DL TDD, compared to the 100% grid-shift case, reaching 18.5% degradation. It is not possible to reduce the degradation below 5%, even when the ACIR_BS_BS is increased up to a very high value. This is due by the fact that some of the BSs are much closer than with higher grid-shift and this increases the blocking probability (0.5%) and the noise figure. 
For optional assumptions A DL SBFD coexistence with DL TDD is not shown because the trend is similar to what already shown for priority assumptions in Figure 2.2.1.3-2.
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Figure 2.2.1.3-4: Case 3 (optional assumptions B): UL mean and 5%-tile user throughput of SBFD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.3-5 shows the UL mean and 5%-tile user throughput of UL SBFD, when DL TDD is the aggressor and optional assumptions C, with grid-shift 10% are considered. In this case, the 5%-tile throughput is further impacted by the operation of DL TDD, compared to the 100% grid-shift case, reaching 36.2% degradation for 5%-tile throughout. It is not possible to reduce the degradation below 5%, even when the ACIR_BS_BS is increased up to a very high value. This is due to the fact that some of the BSs are much closer than with higher grid-shift and this increases the blocking probability (0.5%) and the noise figure.
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Figure 2.2.1.3-5: Case 3 (optional assumptions C): UL mean and 5%-tile user throughput of SBFD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Figure 2.2.1.3-6 shows the UL mean and 5%-tile user throughput of UL SBFD, when DL TDD is the aggressor and optional assumptions D, with TRP 40 dBm are considered. In this case, the 5%-tile throughput is impacted by the operation of DL TDD, compared to priority assumption case (30 dBm), reaching 7.3% degradation for mean user throughput and 30.1% degradation for 5%-tile throughout. It is not possible to reduce the 5%-tile throughput degradation below 5%, even when the ACIR_BS_BS is increased up to a very high value. This is due to the fact that some of the BSs are much closer than with higher grid-shift and this increases the blocking probability (0.3%) and the noise figure.
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Figure 2.2.1.3-6: Case 3 (optional assumptions D): UL mean and 5%-tile user throughput of SBFD, FR2, Scenario 6 (sweeping ACIR_BS_BS)
Observation 25: For Scenario 6/Case 3, coexistence in FR2 of legacy TDD DL Macro with Macro SBFD UL and DL is possible, assuming the priority assumptions, if the ACIR_BS_BS is increased by 4 dB. The degradation is reduced compared to FR1 Case 3 because the dominating interference is the internal interference. 
Observation 26: For Scenario 6/Case 3, coexistence of legacy TDD DL Macro with Macro SBFD UL is highly sensitive to gird-shift values. Degradation gradually increases as the grid-shift between the two operators is decreased. Values of 50%, 25% and 10% have been studies, showing that degradation cannot be recovered to acceptable values below 5% if the grid-shift is 50% and lower. 
Observation 27: For Scenario 6/Case 3, coexistence of legacy TDD DL Macro with Macro SBFD UL  is highly sensitive to the BS TRP values. Degradation observed with optional TRP 40 dBm, higher than the baseline, cannot be recovered to acceptable values below 5% even if the grid-shift is 100%, due to the increase of noise figure and blocking probability generated by BS-to-BS CLI.


2.2.1.4 Scenario 6, Case 4
Case 4 refers to the coexistence case where the aggressor is the UL of legacy TDD Macro operator, and the victim are the DL and UL of the Macro SBFD operator.
Figure 2.2.4.1-1 shows the DL mean and 5%-tile user throughput of TDD network, in urban macro scenario, and as can be observed, there is not coexistence issue on the DL TDD performance in urban scenario. The reason is that in a wide area scenario, if users are dropped uniformly, it is highly unlikely that they happen to be at a distance where they are subject to UE-to-UE CLI, in addition, in an FR2 scenario directionality reduces interference among nodes.
Figure 2.2.4.1-2 shows UL mean and 5%-tile user throughput of TDD network, in urban scenario, and as expected it is not impacted by the coexistence with UL TDD. 
[image: ]      [image: ]
Figure 2.2.4.1-1: Case 4: DL mean and 5%-tile user throughput of SBFD network, FR2, Scenario 6 (sweeping ACIR UE UE)
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Figure 2.2.4.1-2: Case 4: UL mean and 5%-tile user throughput of SBFD network, FR2, Scenario 6 (sweeping ACIR UE BS)
Observation 28: For Scenario 6/Case 4, coexistence of UL legacy TDD Macro network (aggressor), with DL and UL of an SBFD Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of SBFD. Conclusion is similar to Scenario 1 and 4, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.




2.3 Simulation result overview
The simulation results are formatted in agreed templates from last RAN4 meeting. Where not explicitly indicated, the first priority assumptions are followed reported in the Annex and in [5]. For FR2, in order to study also the impact of some key optional assumptions, we also add for high priority case 3 the study of the optional parameters BS TRP = 40 dBm and Grid-Shift = 10% (while first priority assumptions consider TRP = 30 dBm and Grid-Shift=100%). For those results the optional parameter column is also used.
A detailed collection of all simulation results is captured in template format from [2] in a companion contribution [7]. 

2.3.1 Scenario 1
[bookmark: _Hlk138322562]The results for scenario 1 are listed in Table 2.3.1-1, Table 2.3.1-2, Table 2.3.1-3, Table 2.3.1-4, Table 2.3.1-5 and Table 2.3.1-6.
Table 2.3.1-1: Scenario 1, Case 1
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.04
	0.04
	0.02
	0.02
	0.02

	
	
	Throughput degradation
(%)
	0.53
	0.53
	0.22
	0.22
	0.22

	
	
	50% SINR degradation 
(dB)
	0.02
	0.02
	0.02
	0.02
	0.01

	
	
	Mean Throughput degradation
(%)
	0.07
	0.06
	0.05
	0.04
	0.03



Table 2.3.1-2: Scenario 1, Case 2
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	






Ericsson
	


5%
	SINR degradation
(dB)
	8.4
	6.7
	5.3
	4.3
	3.6

	
	
	Throughput degradation
(%)
	70.02
	65.1
	61.51
	59.04
	56.63

	
	
	50% SINR degradation 
(dB)
	2.24
	1.83
	1.58
	1.36
	1.2

	
	
	Mean Throughput degradation
(%)
	17.31
	14.62
	12.7
	11.08
	9.77




Table 2.3.1-3: Scenario 1, Case 3, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	5.79
	4.76
	3.78
	3.05
	2.4
	0.09

	
	
	
	Throughput degradation
(%)
	60.49
	55.05
	51.33
	47.93
	45.03
	0.01

	
	
	
	50% SINR degradation 
(dB)
	2.07
	1.76
	1.51
	1.33
	1.2
	0.08

	
	
	
	Mean Throughput degradation
(%)
	15.75
	13.29
	11.47
	9.99
	8.83
	0.55



Table 2.3.1-4: Scenario 1, Case 3, DL
	[bookmark: _Hlk144981688]Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	







Ericsson
	SBFD DL
	


5%
	SINR degradation
(dB)
	0.38
	0.33
	0.22
	0.13
	0.12
	0.29

	
	
	
	Throughput degradation
(%)
	4.26
	3.73
	2.43
	1.45
	1.36
	3.3

	
	
	
	50% SINR degradation 
(dB)
	0.27
	0.19
	0.14
	0.1
	0.06
	0.24

	
	
	
	Mean Throughput degradation
(%)
	0.93
	0.71
	0.52
	0.38
	0.27
	0.96







Table 2.3.1-5: Scenario 1, Case 4, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	







Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	0.01
	0
	0
	0
	0
	0.09

	
	
	
	Throughput degradation
(%)
	0.38
	0
	       0
	0
	0
	0.01

	
	
	
	50% SINR degradation 
(dB)
	0.06
	0.04
	0.03
	0.03
	0.02
	0.08

	
	
	
	Mean Throughput degradation
(%)
	0.38
	0.26
	0.17
	0.11
	0.06
	0.55




Table 2.3.1-6: Scenario 1, Case 4, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	







Ericsson
	SBFD DL
	


5%
	SINR degradation
(dB)
	0.01
	0.01
	0.01
	0.01
	0.01
	0.29

	
	
	
	Throughput degradation
(%)
	0.16
	0.16
	0.16
	0.16
	0.16
	3.3

	
	
	
	50% SINR degradation 
(dB)
	0
	0
	0
	0
	0
	0.24

	
	
	
	Mean Throughput degradation
(%)
	0.02
	0
	0
	0
	0
	0.96











2.3.2 Scenario 2
The results for scenario 2 are listed in Table 2.3.2-1, Table 2.3.2-2, Table 2.3.2-3, Table 2.3.2-4, Table 2.3.2-5 and Table 2.3.2-6.
Table 2.3.2-1: Scenario 2, Case 1
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.81
	0.72
	0.54
	0.43
	0.34

	
	
	Throughput degradation
(%)
	9.5
	8.49
	6.33
	5.13
	4.05

	
	
	50% SINR degradation 
(dB)
	0.26
	0.23
	0.18
	0.16
	0.13

	
	
	Mean Throughput degradation
(%)
	1.22
	1.04
	0.86
	0.71
	0.56



Table 2.3.2-2: Scenario 2, Case 2
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	6.24
	4.69
	3.71
	2.98
	2.37

	
	
	Throughput degradation
(%)
	62.21
	52.01
	45.2
	42.5
	37.5

	
	
	50% SINR degradation 
(dB)
	2.7
	2.3
	2
	1.7
	1.5

	
	
	Mean Throughput degradation
(%)
	17.68
	14.95
	12.9
	11.25
	9.95











Table 2.3.2-3: Scenario 2, Case 3, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	4.63
	3.73
	3.02
	2.57
	2.09
	0.02

	
	
	
	Throughput degradation
(%)
	54.35
	44.46
	39.32
	34.97
	33.55
	0.28

	
	
	
	50% SINR degradation 
(dB)
	2
	1.6
	1.4
	1.3
	1.1
	0.13

	
	
	
	Mean Throughput degradation
(%)
	14.96
	12.58
	10.8
	9.37
	8.22
	0.81



Table 2.3.2-4: Scenario 2, Case 3, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD DL
	


5%
	SINR degradation
(dB)
	0.16
	0.11
	0.06
	0.04
	0.01
	0.32

	
	
	
	Throughput degradation
(%)
	2.19
	1.49
	0.87
	0.5
	0.12
	3.65

	
	
	
	50% SINR degradation 
(dB)
	0.26
	0.19
	0.15
	0.12
	0.09
	0.26

	
	
	
	Mean Throughput degradation
(%)
	0.89
	0.64
	0.47
	0.33
	0.24
	1









Table 2.3.2-5: Scenario 2, Case 4, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	


Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	0
	0
	0
	0
	0
	0.02

	
	
	
	Throughput degradation
(%)
	0
	0
	0
	0
	0
	0.28

	
	
	
	50% SINR degradation 
(dB)
	0.09
	0.06
	0.04
	0.04
	0.01
	0.13

	
	
	
	Mean Throughput degradation
(%)
	0.38
	0.24
	0.11
	0
	0
	0.81



Table 2.3.2-6: Scenario 2, Case 4, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	



Ericsson
	



SBFD DL
	5%
	SINR degradation
(dB)
	0.09
	0.06
	0.03
	0.02
	0.01
	0.32

	
	
	
	Throughput degradation
(%)
	1.25
	0.89
	0.5
	0.3
	0.2
	3.65

	
	
	
	50% SINR degradation 
(dB)
	0.11
	0.09
	0.08
	0.06
	0.06
	0.26

	
	
	
	Mean Throughput degradation
(%)
	0.24
	0.17
	0.15
	0.14
	0.01
	1












2.3.3 [bookmark: _Hlk146114888]Scenario 4
The results for scenario 4 are listed in Table 2.3.3-1, Table 2.3.3-2, Table 2.3.3-3, Table 2.3.3-4, Table 2.3.3-5 and Table 2.3.3-6.
Table 2.3.3-1: Scenario 4, Case 1
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.02
	0.01
	0
	0
	0

	
	
	Throughput degradation
(%)
	0.25
	0.13
	0.01
	0.01
	0.01

	
	
	50% SINR degradation 
(dB)
	0.02
	0.02
	0.01
	0
	0

	
	
	Mean Throughput degradation
(%)
	0.07
	0.06
	0.04
	0.04
	0.03



Table 2.3.3-2: Scenario 4, Case 2
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	1.16
	0.88
	0.73
	0.65
	0.57

	
	
	Throughput degradation
(%)
	20.42
	18.09
	15.99
	15.03
	13.92

	
	
	50% SINR degradation 
(dB)
	0.58
	0.49
	0.41
	0.37
	0.33

	
	
	Mean Throughput degradation
(%)
	4.51
	3.74
	3.2
	2.82
	2.5










Table 2.3.3-3: Scenario 4, Case 3, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	1.27
	0.87
	0.66
	0.47
	0.37
	0.16

	
	
	
	Throughput degradation
(%)
	14.48
	10.96
	9.08
	6.99
	6.8
	0.32

	
	
	
	50% SINR degradation 
(dB)
	0.48
	0.39
	0.33
	0.28
	0.25
	0.09

	
	
	
	Mean Throughput degradation
(%)
	4.05
	3.23
	2.63
	2.15
	1.79
	0.69



Table 2.3.3-4: Scenario 4, Case 3, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD DL
	


5%
	SINR degradation
(dB)
	0.64
	0.42
	0.39
	0.3
	0.16
	0.49

	
	
	
	Throughput degradation
(%)
	7.16
	4.75
	4.38
	3.37
	1.79
	5.5

	
	
	
	50% SINR degradation 
(dB)
	0.41
	0.32
	0.25
	0.2
	0.13
	0.37

	
	
	
	Mean Throughput degradation
(%)
	1.36
	1.06
	0.81
	0.63
	0.46
	1.38










Table 2.3.3-5: Scenario 4, Case 4, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	


Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	0.1
	0.07
	0.06
	0.04
	0.04
	0.16

	
	
	
	Throughput degradation
(%)
	3.55
	3.26
	3.26
	2.8
	1.72
	0.32

	
	
	
	50% SINR degradation 
(dB)
	0.07
	0.05
	0.03
	0.02
	0.02
	0.09

	
	
	
	Mean Throughput degradation
(%)
	0.51
	0.37
	0.27
	0.19
	0.14
	0.69



Table 2.3.3-6: Scenario 4, Case 4, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	



Ericsson
	



SBFD DL
	5%
	SINR degradation
(dB)
	0.02
	0.02
	0.01
	0.01
	0.001
	0.49

	
	
	
	Throughput degradation
(%)
	0.23
	0.17
	0.16
	0.14
	0.08
	5.5

	
	
	
	50% SINR degradation 
(dB)
	0.02
	0.02
	0.02
	0.02
	0.02
	0.37

	
	
	
	Mean Throughput degradation
(%)
	0.09
	0.08
	0.07
	0.06
	0.05
	1.38












2.3.4 Scenario 5
The results for scenario 5 are listed in Table 2.3.4-1, Table 2.3.4-2, Table 2.3.4-3, Table 2.3.4-4, Table 2.3.4-5 and Table 2.3.4-6.	
Table 2.3.4-1: Scenario 5, Case 1
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.04
	0.03
	0.03
	0.01
	0.01

	
	
	Throughput degradation
(%)
	0.5
	0.46
	0.46
	0.18
	0.13

	
	
	50% SINR degradation 
(dB)
	0.04
	0.03
	0.03
	0.03
	0.03

	
	
	Mean Throughput degradation
(%)
	0.11
	0.08
	0.06
	0.05
	0.04



Table 2.3.4-2: Scenario 5, Case 2
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	2.59
	1.8
	1.43
	1.1
	0.92

	
	
	Throughput degradation
(%)
	28.14
	23.27
	18.73
	15.24
	13.45

	
	
	50% SINR degradation 
(dB)
	1.03
	0.79
	0.65
	0.53
	0.45

	
	
	Mean Throughput degradation
(%)
	8.06
	6.42
	5.26
	4.32
	3.59




	





Table 2.3.4-3: Scenario 5, Case 3, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	2.41
	1.87
	1.47
	1.14
	0.87
	0.09

	
	
	
	Throughput degradation
(%)
	42.52
	33.26
	27.08
	21.05
	16.31
	1.1

	
	
	
	50% SINR degradation 
(dB)
	0.82
	0.64
	0.52
	0.4f3
	0.37
	0.09

	
	
	
	Mean Throughput degradation
(%)
	7.44
	5.97
	4.86
	4.02
	3.36
	0.55



Table 2.3.4-4: Scenario 5, Case 3, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	






Ericsson
	SBFD DL
	


5%
	SINR degradation
(dB)
	0.45
	0.41
	0.38
	0.34
	0.32
	0.17

	
	
	
	Throughput degradation
(%)
	5.42
	4.95
	4.52
	4.1
	3.87
	2

	
	
	
	50% SINR degradation 
(dB)
	0.84
	0.8
	0.76
	0.72
	0.7
	0.18

	
	
	
	Mean Throughput degradation
(%)
	2.9
	2.71
	2.55
	2.45
	2.37
	0.72










Table 2.3.4-5: Scenario 5, Case 4, UL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	


Ericsson
	SBFD UL
	


5%
	SINR degradation
(dB)
	0.02
	0
	0
	0
	0
	0.09

	
	
	
	Throughput degradation
(%)
	0.7
	0.5
	0.3
	0.3
	0.3
	1.1

	
	
	
	50% SINR degradation 
(dB)
	0.05
	0.04
	0.02
	0.02
	0.01
	0.09

	
	
	
	Mean Throughput degradation
(%)
	0.4
	0.2
	0.18
	0.1
	0.05

	0.55



Table 2.3.4-6: Scenario 5, Case 4, DL
	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference
(Mbps)

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	



Ericsson
	



SBFD DL
	5%
	SINR degradation
(dB)
	0.05
	0.05
	0.05
	0.05
	0.05
	0.17

	
	
	
	Throughput degradation
(%)
	0.67
	0.63
	0.63
	0.63
	0.63
	2

	
	
	
	50% SINR degradation 
(dB)
	0.02
	0.01
	0.01
	0
	0
	0.18

	
	
	
	Mean Throughput degradation
(%)
	0.07
	0.05
	0.04
	0.03
	0.02
	0.72












2.3.5 Scenario 6
The results for scenario 6 are listed in Table 2.3.5-1 to Table 2.3.5-14.
Table 2.3.5-1: Scenario 6, Case 1

	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.22
	0.16
	0.16
	0.05
	0.05

	
	
	Throughput degradation
(%)
	2.45
	1.79
	1.83
	0.56
	0.61

	
	
	50% SINR degradation 
(dB)
	0.22
	0.18
	0.17
	0.15
	0.12

	
	
	Mean Throughput degradation
(%)
	0.62
	0.47
	0.36
	0.31
	0.26



Table 2.3.5-2: Scenario 6, Case 2 (with priority assumptions)
	Company
	Observation
Point
	
	Performance degradation

	
	
	
	Swept ACIR offset (dB)

	
	
	
	0
	2
	4
	6
	8

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.52
	0.41
	0.34
	0.28
	0.18

	
	
	Throughput degradation
(%)
	10.08
	7.97
	6.78
	5.49
	3.64

	
	
	50% SINR degradation 
(dB)
	0.64
	0.57
	0.5
	0.44
	0.39

	
	
	Mean Throughput degradation
(%)
	2.55
	2.24
	1.81
	1.51
	1.27




Table 2.3.5-3: Scenario 6, Case 2 (with optional TRP 30 dBm, and Grid-shift 50%)
	Company
	Observation
Point
	
	Performance degradation
	

	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	0
	2
	4
	6
	8
	




TRP= 30 dBm,
GS = 50%

	





Ericsson
	


5%
	SINR degradation
(dB)
	0.73
	0.61
	0.45
	0.44
	0.39
	

	
	
	Throughput degradation
(%)
	13.99
	11.75
	8.89
	8.69
	7.62
	

	
	
	50% SINR degradation 
(dB)
	0.63
	0.55
	0.51
	0.41
	0.35
	

	
	
	Mean Throughput degradation
(%)
	2.49
	2.13
	1.8
	1.48
	1.22
	



Table 2.3.5-4: Scenario 6, Case 2 (with optional TRP 30 dBm, and Grid-shift 25%)
	Company
	Observation
Point
	
	Performance degradation
	

	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	0
	2
	4
	6
	8
	




TRP= 30 dBm,
GS = 25%

	





Ericsson
	


5%
	SINR degradation
(dB)
	1
	0.9
	0.72
	0.59
	0.57
	

	
	
	Throughput degradation
(%)
	18.74
	17.04
	13.9
	11.57
	11.23
	

	
	
	50% SINR degradation 
(dB)
	0.86
	0.74
	0.66
	0.57
	0.52
	

	
	
	Mean Throughput degradation
(%)
	3.53
	2.98
	2.5
	2.18
	1.99
	



Table 2.3.5-5: Scenario 6, Case 2 (with optional TRP 30 dBm, and Grid-shift 10%)
	Company
	Observation
Point
	
	Performance degradation
	

	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	0
	2
	4
	6
	8
	




TRP= 30 dBm,
GS = 10%

	





Ericsson
	


5%
	SINR degradation
(dB)
	2.17
	2.01
	1.81
	1.68
	1.58
	

	
	
	Throughput degradation
(%)
	36.48
	34.25
	31.49
	29.57
	28.01
	

	
	
	50% SINR degradation 
(dB)
	1.41
	1.29
	1.17
	1.03
	0.98
	

	
	
	Mean Throughput degradation
(%)
	5.88
	5.35
	4.73
	4.25
	3.92
	



Table 2.3.5-6: Scenario 6, Case 2 (with optional TRP 40 dBm, and Grid-shift 100%)
	Company
	Observation
Point
	
	Performance degradation
	

	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	0
	2
	4
	6
	8
	




TRP= 40 dBm,
GS = 100%

	





Ericsson
	


5%
	SINR degradation
(dB)
	2.31
	1.89
	1.66
	1.41
	1.19
	

	
	
	Throughput degradation
(%)
	38.2
	32.46
	29.2
	25.3
	21.74
	

	
	
	50% SINR degradation 
(dB)
	2.22
	2
	1.75
	1.59
	1.44
	

	
	
	Mean Throughput degradation
(%)
	9.55
	8.34
	7.2
	6.3
	5.53
	



Table 2.3.5-7: Scenario 6, Case 3 (with priority assumptions), UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	


Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	0.37
	0.32
	0.25
	0.21
	0.2
	0.13

	
	
	
	Throughput degradation
(%)
	6.19
	5.44
	4.3
	3.55
	3.33
	2.67

	
	
	
	50% SINR degradation 
(dB)
	0.18
	0.15
	0.12
	0.09
	0.08
	0.15

	
	
	
	Mean Throughput degradation
(%)
	1.82
	1.5
	1.22
	0.94
	0.79
	0.42












Table 2.3.5-8: Scenario 6, Case 3 (with priority assumptions), DL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference


	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	



Ericsson
	



SBFD DL
	5%
	SINR degradation
(dB)
	0.28
	0.25
	0.13

	0.16
	0.14
	0.41

	
	
	
	Throughput degradation
(%)
	3.17
	2.83
	1.52
	1.75
	1.61
	4.3

	
	
	
	50% SINR degradation 
(dB)
	0.47
	0.44
	0.33
	0.18
	0.16
	0.51

	
	
	
	Mean Throughput degradation
(%)
	1.2
	0.94
	0.66
	0.52
	0.47
	1.27




Table 2.3.5-9: Scenario 6, Case 3 (with optional TRP 30 dBm, and Grid-shift 50%), UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	

	
	
	
	
	Swept ACIR offset (dB)
	
	

	
	
	
	
	0
	2
	4
	6
	8
	
	

	



Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	0.64
	0.59
	0.56
	0.41
	0.31
	0.14
	




TRP= 30 dBm, GS = 50%

	
	
	
	Throughput degradation
(%)
	10.7
	9.91
	9.36
	6.89
	5.24
	2.77
	

	
	
	
	50% SINR degradation 
(dB)
	0.21
	0.17
	0.13
	0.1
	0.09
	0.12
	

	
	
	
	Mean Throughput degradation
(%)
	2.3
	2
	1.64
	1.33
	1.13
	0.33
	










Table 2.3.5-10: Scenario 6, Case 3 (with optional TRP 30 dBm, and Grid-shift 25%), UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	

	
	
	
	
	Swept ACIR offset (dB)
	
	

	
	
	
	
	0
	2
	4
	6
	8
	
	

	



Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	1.15
	1.05
	0.88
	0.87
	0.78
	0.12
	




TRP= 30 dBm, GS = 25%

	
	
	
	Throughput degradation
(%)
	18.54
	16.8
	14.37
	14.21
	12.9
	2.38
	

	
	
	
	50% SINR degradation 
(dB)
	0.23
	0.21
	0.16
	0.14
	0.12
	0.08
	

	
	
	
	Mean Throughput degradation
(%)
	2.9
	2.6
	2.14
	1.91
	1.75
	0.29
	



Table 2.3.5-11: Scenario 6, Case 3 (with optional TRP 30 dBm, and Grid-shift 10%), UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	

	
	
	
	
	Swept ACIR offset (dB)
	
	

	
	
	
	
	0
	2
	4
	6
	8
	
	

	



Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	2.47
	2.44
	2.33
	2.23
	2.07
	0.04
	




TRP= 30 dBm, GS = 10%

	
	
	
	Throughput degradation
(%)
	36.27
	35.89
	34.76
	33.24
	31.3
	0.74
	

	
	
	
	50% SINR degradation 
(dB)
	0.38
	0.33
	0.28
	0.23
	0.21
	0.04
	

	
	
	
	Mean Throughput degradation
(%)
	4.97
	4.69
	4.31
	3.92
	3.63
	0.23
	











Table 2.3.5-12: Scenario 6, Case 3 (with optional TRP 40 dBm, and Grid-shift 100%), UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	

	
	
	
	
	Swept ACIR offset (dB)
	
	

	
	
	
	
	0
	2
	4
	6
	8
	
	

	



Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	1.93
	1.54
	1.27
	1.11
	1.03
	0.07
	




TRP= 40 dBm, GS = 100%

	
	
	
	Throughput degradation
(%)
	30.12
	24.66
	20.68
	18.27
	17.03
	1.4
	

	
	
	
	50% SINR degradation 
(dB)
	1.08
	1
	0.86
	0.78
	0.7
	0.12
	

	
	
	
	Mean Throughput degradation
(%)
	7.34
	6.66
	5.66
	5.05
	4.38
	0.42

	




Table 2.3.5-13: Scenario 6, Case 4, UL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	



Ericsson
	



SBFD UL
	


5%
	SINR degradation
(dB)
	0.09
	0.05
	0.02
	0
	0
	0.13

	
	
	
	Throughput degradation
(%)
	1.55
	0.86
	0.34
	0
	0
	2.67

	
	
	
	50% SINR degradation 
(dB)
	0.04
	0.03
	0.02
	0.01
	0.01
	0.15

	
	
	
	Mean Throughput degradation
(%)
	0.27
	0.19
	0.09
	0.06
	0.04
	0.42










Table 2.3.5-14: Scenario 6, Case 4, DL

	Company
	Victim
	Observation
Point
	
	Performance degradation
	Performance degradation reference

	
	
	
	
	Swept ACIR offset (dB)
	

	
	
	
	
	0
	2
	4
	6
	8
	

	Ericsson
	SBFD DL
	5%
	SINR degradation
(dB)
	 0.12
	 0.13
	 0.12
	0.1
	0.08
	0.41

	
	
	
	Throughput degradation
(%)
	1.37
	 1.42
	 1.35
	1.14
	0.98
	4.3

	
	
	
	50% SINR degradation 
(dB)
	 0.08
	 0.09
	 0.04
	0.01
	0.01
	0.51

	
	
	
	Mean Throughput degradation
(%)
	 0.25
	 0.19
	 0.17
	0.12
	0.07
	1.27




























3. Conclusion
In this contribution we present simulation results and corresponding observations relevant for the adjacent channel coexistence evaluation part of SBFD SI (FS_NR_duplex_evo). A detailed overview of all considered scenarios and all relevant cases are presented in section 2.1 for FR1 and section 2.2 for FR2-1 of this contribution. The coexistence simulation results is collected in a pre-defined table format in section 2.3. Detailed results are captured in a pre-defined Excel format in a companion contribution [7].    
When evaluating the results, the following observation have been made for a specific scenario and case:
Observation 1: For Scenario 1/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD Macro network is possible when users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. However, this scenario may hide coexistence issues, because when users are uniformly distributed over a wide area, the probability that two users active in UL and DL at the same time are dropped close enough to each other to generate UE-to-UE CLI is extremely low.
Observation 2: For Scenario 1/Case 2 (wide area network deployment scenario), the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 17% degradation is observed in terms of mean user throughput, and around 70% in terms of 5%-tile user throughput.
Observation 3: For Scenario 1/Case 2, for high power, wide area network scenarios, when blocking is modelled at SBFD and TDD BS, approximately a 2% of blocking probability is observed in our simulation, when considering a transmission power at the BS of 49 dBm, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the throughput degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 4: For Scenario 1/Case 3, for wide area and high power networks, the UL of a SBFD network is highly impacted by the coexistence with a legacy TDD network. Approximately 15.7% degradation is observed in terms of mean user throughput, and 60.4% in terms of 5%-tile user throughput.
Observation 5: For Scenario 1/Case 3, for wide area and high power networks, when blocking is modelled at SBFD and TDD BS, approximately a 2% of blocking probability is observed in our simulation, when the BS transmission power is set to 49 dBm, due to the CLI generated by the DL of legacy TDD neighbour operator. This probability of blocking, together with the increment in noise figure, harmfully impacts the UL performance of the SBFD Macro network in such a way that even increasing the BS-BS ACIR, it is not possible to reduce the throughout degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 6: For Scenario 1/Case 3, it is important to understand the difference between the interference captured by the BS receiver chain, which degrades the signal SINR and consequently the throughput performance, and the total received signal in the operation band, which can potentially saturate the BS receiver. The increment of ACIR_BS_BS can reduce the impact of BS-to-BS interference but cannot reduce the risk of blocking of the receiver, and this is what we observe in the UL results reported for Cases 2 and 3, when the UL of TDD and SBFD are victim of the DL transmissions from the other operator.
Observation 7: For Scenario 1/Case 4, similarly to Case 1, the TDD legacy UL does not generate disruptive interference against the DL or UL of SBFD.
Observation 8: For Scenario 2/Case 1, where Macro DL TDD is the victim, and Scenario 2, when the users are clustered, and the distance among them is reduced, it is higher the probability that users interfere among each other. In this case, we observe that the DL mean user throughput is not affected by the coexistence with a Macro SBFD network, but the 5%-tile throughput is, with up to 9.5% degradation with respect to the baseline. This requires an ACIR increment up to at least 36 dB. It is not possible to achieve 36 dB ACIR considering that the UE ACS is limited to 33 dB. So this requirement for legacy UEs should be improved, or coexistence is unfeasible.
Observation 9: For Scenario 2/Case 2, similarly to Scenario 1/Case 2, for wide area network scenarios, also in Scenario 2, the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 18.3% degradation is observed in terms of mean user throughput, and around 62.2% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 2% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the throughput degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 10: For Scenario 2/Case 3, similarly to Scenario 1/Case 3, in FR1, for wide area network scenarios, also in Scenario 2, the UL of a SBFD network is highly impacted by the coexistence with an SBFD network. Around 15% degradation is observed in terms of mean user throughput, and around 54.3% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 2% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the SBFD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the 5%tile degradation to an acceptable level, below 5%, with respect to the baseline. The UL mean user throughput requires to increase the ACIR beyond 52 dB, which is not possible considering current legacy TDD requirement of 45 dB ACLR at the BS. 
Observation 11: For Scenario 2/Case 4, and Urban Macro scenario, the TDD legacy UL does not generate disruptive interference against the DL or UL of SBFD. 
Observation 12: For Scenario 4/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD of a Micro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to Scenario 1, Case 1.
Observation 13: For Scenario 4/Case 2, when Macro SBFD is the aggressor and Micro TDD UL is the victim, there is degradation in the performance of TDD UL, with respect to the baseline. Specifically, 5%-tile throughout is reduced by 21.3% and this degradation cannot be reduced, even considering very high and unrealistic ACIR values, due to the increase in noise figure and blocking probability, caused by the BS-to-BS interference generated by SBFD DL.
Observation 14: For Scenario 4/Case 3, when Micro TDD is the aggressor and Macro SBFD UL is the victim, there is degradation in the performance above 5% for UL SBFD 5%-tile throughput. This degradation cannot be recovered because it would require an increment of legacy ACLR above 54 dB. On the other hand, when the victim is SBFD Macro DL, degradation is not observed.
Observation 15: For Scenario 4/Case 4, coexistence of legacy TDD Micro network (aggressor), with DL and UL of an SBFD Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to Scenario 1, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.
Observation 16: For Scenario 5/Case 1, coexistence of an SBFD Micro network with a DL legacy TDD of Micro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to those summarized for Scenario 1 and 5, Case 1.
Observation 17: For Scenario 5/Case 2, similarly to other FR1 scenarios, also for coexistence in Micro deployments, the UL of a TDD network is highly impacted by the coexistence with an SBFD network. Around 8% degradation is observed in terms of mean user throughput, and around 29% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 0.4% of blocking, due to the CLI generated by the DL of SBFD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that even increasing the ACIR to very high values, it is not possible to reduce the degradation to an acceptable level, below 5%, with respect to the baseline.
Observation 18: For Scenario 5/Case 2, similarly to other scenarios where the Micro network is the victim, even if coexistence is not possible since the UL of legacy TDD system is highly impacted, coexistence performances are less challenged than for UMa-UMa deployments (Scenario 1 and 2). The reasons are that the aggressor BS power is lower, and the UL of the victim Micro network is not as challenged as in Macro scenario from coverage perspective, so that it becomes more resilient to BS-to-BS CLI.
Observation 19: For Scenario 5/Case 3, similarly to Scenario 1, also for coexistence in Micro deployments, the UL of a SBFD network is highly impacted by the coexistence with a legacy TDD DL from a Micro network. Around 7.4% degradation is observed in terms of mean user throughput, and around 42.5% in terms of 5%-tile user throughput. With 49 dBm transmission power, we observe approximately 0.4% of blocking, due to the CLI generated by the DL of TDD neighbour operator. This probability of blocking, together with the increase in noise figure, harmfully impacts the UL performance of the TDD network in such a way that it is not possible to reduce the degradation to an acceptable level, below 5%, with respect to the baseline, considering feasible ACIR values.
Observation 20: For Scenario 5/Case 4, coexistence of legacy TDD Micro network (aggressor), with DL and UL of an SBFD Micro network (Scenario 5/Case 4) is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL or UL of SBFD. Conclusion is similar to Scenario 1 and 4, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.
Observation 21: For Scenario 6/Case 1, coexistence of an SBFD Macro network with a DL legacy TDD of Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of the legacy network. Conclusion is similar to those summarized for Scenario 1, 4 and 5, Case 1.
Observation 22: For Scenario 6/Case 2, coexistence of an SBFD Macro network with the UL of a legacy TDD Macro network in FR2, is not possible assuming the baseline assumptions (TRP = 30 dBm and GS=100%) if the requirement of ACS = 24 dB is considered for the Macro TDD BS. It would be necessary to increase the ACS of the BS TDD to more than 30 dB to reduce the 5%-tile user throughout degradation below 5%.
Observation 23: For Scenario 6/Case 2, when reducing the grid-shift between the SBFD and TDD operators (values of 50%, 25% and 10% have been studied), the degradation of UL mean and 5%-tile user throughput gradually increases because some BSs are closer to each other. There is also a gradual increment in the noise figure and the blocking probability (up to 1%), which makes for the 25% and 10% grid-shift cases impossible to reduce the degradation even if the ACIR is improved to very high and unfeasible values. As a result, the coexistence performance is highly dependent on the grid-shift between operators.
Observation 24: For Scenario 6/Case 2, when considering the grid-shift 100% and increasing the TRP to 40 dBm, the degradation of UL mean and 5%-tile user throughput increases significantly in such a way that cannot be reduced to acceptable values even when increasing the ACIR to very high values. This is due to an increment in noise figure and blocking probability (0.5%). As a result, the coexistence performance is highly dependent on the BS TRP.
Observation 25: For Scenario 6/Case 3, coexistence in FR2 of legacy TDD DL Macro with Macro SBFD UL and DL is possible, assuming the priority assumptions, if the ACIR_BS_BS is increased by 4 dB. The degradation is reduced compared to FR1 Case 3 because the dominating interference is the internal interference. 
Observation 26: For Scenario 6/Case 3, coexistence of legacy TDD DL Macro with Macro SBFD UL  is highly sensitive to gird-shift values. Degradation gradually increases as the grid-shift between the two operators is decreased. Values of 50%, 25% and 10% have been studies, showing that degradation cannot be recovered to acceptable values below 5% if the grid-shift is 50% and lower. 
Observation 27: For Scenario 6/Case 3, coexistence of legacy TDD DL Macro with Macro SBFD UL ) is highly sensitive to the BS TRP values. Degradation observed with optional TRP 40 dBm, higher than the baseline, cannot be recovered to acceptable values below 5% even if the grid-shift is 100%, due to the increase of noise figure and blocking probability generated by BS-to-BS CLI.
Observation 28: For Scenario 6/Case 4, coexistence of UL legacy TDD Macro network (aggressor), with DL and UL of an SBFD Macro network is possible in a scenario where users are uniformly distributed. In this case, the UE-to-UE CLI does not cause harmful impact against the DL of SBFD. Conclusion is similar to Scenario 1 and 4, Case 4, and coexistence issues may be hidden by the fact that users are uniformly distributed in the scenario and then unlikely they are close to each other.
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5. Annex
In Table 5-1 and Table 5-2, parameters considered for simulation campaign relevant for urban macro, urban hotspot and urban micro scenarios, FR1 are listed. 
Table 5-1: Urban Macro/Urban Hotspot scenario FR1
	 
	Parameters
	Scenario

	System parameters
	Scenario
	UMa, Hexagonal layout, 19 BS per operator, 3 sectors per site, with wrapping

	
	ISD
	500 m

	
	Carrier Frequency
	4 GHz

	
	Duplex Type
	Static TDD (DDDDU), SBFD (XXXXX)

	
	Base Static TDD pattern
	80:20 DL:UL

	
	SBFD pattern
	100% SBFD slots

	
	Channel bandwidth
	100 MHz for STDD
80:20 MHz (DU) for SBFD

	
	Available resource blocks
	273 for STDD
218:55 (DU) for SBFD

	
	Switching time
	DL->UL: 2OS in the D slot

	
	Sub-Carrier spacing
	30 kHz

	
	Number of active UEs
	1 active users in UL or DL per cell at a time

	
	Channel model
	gNB-UE: UMa TR 38.803/38.828
gNB-gNB: UMa TR 38.803/38.828
UE-UE: UMi TR 38.803/38.828 (for d>10 m), FSPL (for d<10m)

	
	UE to BS min 2D distance
	35 m

	
	Grid-shift
	100%

	BS
	(Mg, Ng, M, N, P)
	(1,1,8,8,2) (same antenna gain)
 (1,1,4,8,2) (same antenna area)

	
	Sub-array configuration
	1x1

	
	gNB Tx Power 
	49 dBm (same antenna gain)

	
	(dv, dh)
	(0.5λ, 0.8λ)

	
	Antenna element gain
	5 dBi

	
	Antenna element
	TR 38.803

	
	Subarray electrical down-tilt
	N/A

	
	Mechanical down-tilt
	6 deg

	
	Beamforming method
	Frequency domain

	
	Noise figure
	5 dB

	
	Link level model
	As per TR 38.803

	
	BS height
	25 m

	
	Noise figure/blocking model
	Sub-band filters

	
	Panel HW assumptions
	Same antenna gain, same antenna area

	UE
	UE antenna
	1TX 2RX

	
	Antenna model
	isotropic

	
	Antenna element gain
	0 dBi

	
	Max UE TX Power
	23 dBm

	
	UE power control
	Sec. 9.1 TR36.942

	
	SNR target
	15 dB

	
	Noise figure
	9 dB

	
	Link level model
	As per TR 38.803

	
	UE distribution outdoor/indoor
	80:20 for uniform distribution
20: 80 for clustered distribution

	
	Clusters
	Circular zones with radius 25 m, 1 cluster per cell


 






Table 5-2: Urban Micro scenario FR1
	 
	Parameters
	Scenario

	System parameters
	Scenario
	UMi, Hexagonal layout, 19 BS per operator, 3 sectors per site, with wrapping

	
	ISD
	289 m

	
	Carrier Frequency
	4 GHz

	
	Duplex Type
	Static TDD (DDDDU), SBFD (XXXXX)

	
	Base Static TDD pattern
	80:20 DL:UL

	
	SBFD pattern
	100% SBFD slots

	
	Channel bandwidth
	100 MHz for STDD
80:20 MHz (DU) for SBFD

	
	Available resource blocks
	273 for STDD
218:55 (DU) for SBFD

	
	Switching time
	DL->UL: 2OS in the D slot

	
	Sub-Carrier spacing
	30 kHz

	
	Number of active UEs
	1 active users in UL or DL per cell at a time

	
	Channel model
	gNB-UE: UMa TR 38.803/38.828
gNB-gNB: UMa TR 38.803/38.828
UE-UE: UMi TR 38.803/38.828 (for d>10 m), FSPL (for d<10m)

	
	UE to BS min 2D distance
	3 m

	
	Grid-shift
	100%

	BS
	(Mg, Ng, M, N, P)
	(1,1,2,2,2) (same antenna gain)

	
	Sub-array configuration
	1x1

	
	gNB Tx Power 
	46 dBm (same antenna gain)

	
	(dv, dh)
	(0.5λ, 0.8λ)

	
	Antenna element gain
	5 dBi

	
	Antenna element
	TR 38.803

	
	Subarray electrical down-tilt
	N/A

	
	Mechanical down-tilt
	6 deg

	
	Beamforming method
	Frequency domain

	
	Noise figure
	5 dB

	
	Link level model
	As per TR 38.803

	
	BS height
	10 m

	
	Noise figure/blocking model
	Yes, without Sub-band filters

	
	Panel HW assumptions
	Same antenna gain, same antenna area

	UE
	UE antenna
	1TX 2RX

	
	Antenna model
	isotropic

	
	Antenna element gain
	0 dBi

	
	Max UE TX Power
	23 dBm

	
	UE power control
	Sec. 9.1 TR36.942

	
	SNR target
	15 dB

	
	Noise figure
	9 dB

	
	Link level model
	As per TR 38.803

	
	UE distribution outdoor/indoor
	80:20 for uniform distribution
20: 80 for clustered distribution

	
	Clusters
	Circular zones with radius 25 m, 1 cluster per cell


 
In Table 5-3, parameters considered for simulation campaign relevant for urban macro scenario, FR2-1 are listed. 
Table 5-3: Urban Macro/Urban scenario FR2-1
	 
	Parameters
	Scenario

	System parameters
	Scenario
	UMa, Hexagonal layout, 19 BS per operator, 3 sectors per site, with wrapping

	
	ISD
	200 m

	
	Carrier Frequency
	30 GHz

	
	Duplex Type
	Static TDD (DDDDU), SBFD (XXXXX)

	
	Base Static TDD pattern
	80:20 DL:UL

	
	SBFD pattern
	100% SBFD slots

	
	Channel bandwidth
	200 MHz for STDD
80:20 MHz (DU) for SBFD

	
	Available resource blocks
	132 for STDD
106:26 (DU) for SBFD

	
	Switching time
	DL->UL: 2OS in the D slot

	
	Sub-Carrier spacing
	120 kHz

	
	Number of active UEs
	1 active users in UL or DL per cell at a time

	
	Channel model
	gNB-UE: UMa TR 38.803/38.828
gNB-gNB: UMa TR 38.803/38.828
UE-UE: UMi TR 38.803/38.828 (for d>10 m), FSPL (for d<10m)

	
	UE to BS min 2D distance
	35 m

	
	Grid-shift
	100%

	BS
	(Mg, Ng, M, N, P)
	(1,1,16,8,2) (same antenna gain)

	
	Sub-array configuration
	1x1

	
	Max gNB Tx Power 
	30 dBm (same antenna gain)

	
	(dv, dh)
	(0.5λ, 0.5λ)

	
	Antenna element gain
	3 dBi

	
	Antenna element
	TR 38.803

	
	Subarray electrical down-tilt
	N/A

	
	Mechanical down-tilt
	6 deg

	
	Beamforming method
	Frequency domain

	
	Noise figure
	10 dB

	
	Link level model
	As per TR 38.803

	
	BS height
	25 m

	
	Noise figure/blocking model
	Sub-band filters not considered

	
	Panel HW assumptions
	Same antenna gain

	UE
	UE antenna
	1TX 2RX

	
	Antenna model
	(1,1,2,2,2)

	
	Antenna element gain
	5.5 dBi

	
	Max UE TX Power
	22.4 dBm EIRP

	
	UE power control
	Sec. 9.1 TR 36.942

	
	SNR target
	15 dB

	
	Noise figure
	10 dB

	
	Link level model
	As per TR 38.803

	
	UE distribution outdoor/indoor
	100:0 for uniform distribution
100: 0 for clustered distribution

	
	Clusters
	Circular zones with radius 25 m, 1 cluster per cell
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