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1. Introduction
In 3GPP RAN#94e meeting, the latest SID has been approved. According to the SID, the study will focus on the general issues, evaluations for three different use cases and other aspects relate to specification impacts. 
Three use cases which confirmed by RAN1:
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The RAN4 scope in this SID:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In this contribution, we will discuss the RAN4 related specific issues

2. Discussion
2.1 Requirements for data collection
For the discussion of data collection, the first thing to be clear is that data collection for training does not study the online situation, as the priority of online training has been lowered in the RAN4 discussion, and at the current stage, online training is not discussed. And for the offline training data, it is up to the implementation and it shall not have any requirements. 
In the last meeting, RAN2 has already proposed the framework of AI/ML as below:
[image: ]
Figure 1 AI/ML framework
There are several differences among three kinds of data which will cause the different requirements:
For training data, the training data is the input of model training function and used based on the TS38.901, e.g. the Dense Urban dataset which is applied to the UMa scenario which is divided into three parts for model training, model validation and model testing the three sub-processes which belong to the model training function. 
For inference data, the inference data is the input for model inference function and a type of  “unknown” real-time data, the only one principle for inference data is that it shall be different from the training data.  
For monitoring data,  it is the input for management function which is kind of logical node for the whole framework. The monitoring data is type of the “ideal data” which is used for judging the model performance with the inference output in the above figure.
Based on RAN1’s assumption, there are two ways for data collection: one is over the 3GPP air interface, such as UE reports the real channel and CSI compression to gNB over the air interface and another one is over none 3GPP air interface, such as UE collects the real channel and transmits them to the OTT server on the UE side. The former one shall be discussed per use case and the latter one is out of 3GPP scope.
From RAN2 perspective, it is agreed that:
	 For the latency requirement of data collection, RAN2 assumes:

- for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 

- for model inference, when required data comes from other entities, there is a latency requirement for data collection

- for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.


Based on RAN2’s agreements we deem that :
For model training, RAN1/2/4 have already deprioritized the online training, so the training is only the offline training in R18 and there is no latency requirements for data collection.
For model inference, when required data comes from other entities, there is latency requirement for data collection (the NW-sided model).
For model monitoring, the same situation as the model inference data which the latency requirements shall be studied for data collection.
Observation 1: RAN2 assumes that there is no latency requirements for data collection for all types of offline training. However, the latency requirements shall be studied for data collection for inference data and monitoring data.
From RAN4 perspective, we shall analyze the concrete latency requirements for data collection and I just illustrate it as below (model inference as an example):
For model inference (a sample ):
[image: progress_latency]
 Figure 2  the process of data collection from different entities (NW-sided model)
[image: latency_requirements]
          Figure 3 latency requirements
Based on the RAN2’s agreement, for one-sided model the latency requirements mainly for NW-sided model since the gNB sends the RS to UE and UE measures the RS and then UE reports the result to gNB which an AI/ML Model whose inference is performed entirely at the network as figure 2 shown.
Since the inference data is type of a real-time data, so it is sensitive to the timing and latency requirements and the samples shall be processed one by one over the air interface. Based on what I just mentioned before, the MAX total considering latency for one sample shall be as shown in figure 3:
[image: ]
 where, 
t1 denotes the propagation delay from gNB to send the related RS to UE;
t2 denotes the measurement time for RS;
t3 denotes the uncertainty time;
t4 denotes the propagation delay from UE to report the measurement result to gNB (as the NW-sided model inference input);
N denotes the number of  selected samples.
In theory, t1=t4 the propagation delay shall be the same which equals the distance (d) between gNB and UE divides the speed of light (c):
[image: ]
t2 and t3 shall also be considered in RAN4.
Observation 2: For model inference, the MAX total latency values will be [image: ].
Proposal 1: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be:
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 where, 
t1 denotes the propagation delay from gNB to send the related RS to UE;
t2 denotes the measurement time for RS;
t3 denotes the uncertainty time;
t4 denotes the propagation delay from UE to report the measurement result to gNB (as the NW-sided model inference input);
N denotes the number of selected samples.
In theory, t1=t4 the propagation delay shall be the same which equals the distance (d) between gNB and UE divides the speed of light (c):
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It should be clarified that data collection is decoupled from training procedure, which is part of LCM. It should be noted that not all data collection are related to model training, also for model monitoring and model inference based on RAN1’s assumption. The focus of our research should be on data quality. For example, when UE collects training data sent by NW, or when NW collect training data sent by UE via air interface, this process is visible to the air interface, and the quality of data transmission is also affected by the protocol. For direct AI/ML positioning, the necessity of dataset quality shall be considered since in the current stage the high precision positioning is needed, the unknown error will be generated if the dataset quality can not be guaranteed. So the requirements for data collection shall be focused on the quality of the data. From our perspective, the ground truth information shall be considered to be mapped to the model input accurately. For example the AI/ML-based positioning, the ground truth information is provided by the PRU which is positioning reference unit that we know its position, if the gNB sends PRS to UE and UE has the terrible measurements since the SNR is bad for channel and there is no NLOS path. This type of data is “bad data” and then gNB sends the PRS to PRU in order to provide the ground truth which can be compared to the “bad data” (measurement results) and drop it  (the similarity). This progress is kind of screening process.
However, there is a new concern for us how to trade off the data quality and the model generalization. For example, there are two UEs (UE 1 at the center of serving cell and UE 2 at the edge of the serving cell), we use the ground truth to select the “good data” (UE 1 since the SNR is good) and drop the “bad data” (UE 2 since the SNR is bad), there is no doubt that the model training can have a better performance. But if model is sent to the field which the radio conditions and other obstacles (NLOS) are totally different from and complicated than the test environment, the model performance will be degraded and also the model generalization is not beneficial to RAN4 testing goals.
So based on above RAN4 shall consider not only the data quality but the model generalization.
Observation 3: The ground truth shall be mapped to the input and compared to measurement results to guarantee the data quality.
Observation 4: If model is sent to the field which the radio conditions and other obstacles ( e.g. NLOS) are totally different and complicated than the test environment, the model performance will be degradation and also the model generalization is not beneficial to RAN4 testing goals.
2.2 Consideration of  Generalization
Generalization
Generalization refers to the model's ability to adapt properly to new, previously unseen data, drawn from the same distribution as the one used to create the model. In other words, generalization examines how well a model can digest new data (mostly corresponding to new environment/scenario) and make correct predictions (for unseen/new environment or scenario) after getting trained on a training set.
Performance degradation
To avoid performance degradation, it should be guaranteed that the AI/ML configured functionality/model has been trained with a diverse dataset and can perform well with acceptable tolerance margin in varying channel conditions. What we would like to study that what is the boundary of the degradation and shall we define the tolerant margin. I deem that both of issues we mentioned shall be discussed and studied. I understand that it is related to the tolerance margin. If the performance drops to the lower limit of the margin, the device can determine that the performance is declining for a long time, but the performance fluctuates within the margin range, I understand that it is tolerance. So the problem still returns to how to define the tolerant margin for the model monitoring, that is, the tolerant margin for performance between the model monitoring (monitoring data) and the model inference (inference output).
Observation 5: What is the boundary of the degradation and the tolerant margin can be also defined in order to judge the performance will be degraded or not.
Proposal 2: RAN4 shall consider and study the tolerant margin to judge the performance degradation.
Observation 6: The static scenarios refers to the simplification of data features, with fewer data features, and may not even be representative.

3. Conclusions
In this contribution, we got following proposals
Observation 2: For model inference, the MAX total latency values will be [image: ].
Proposal 1: RAN4 shall define the latency requirements based on RAN2’s agreements and the MAX total latency requirements can be:
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 where, 
t1 denotes the propagation delay from gNB to send the related RS to UE;
t2 denotes the measurement time for RS;
t3 denotes the uncertainty time;
t4 denotes the propagation delay from UE to report the measurement result to gNB (as the NW-sided model inference input);
N denotes the number of selected samples.
In theory, t1=t4 the propagation delay shall be the same which equals the distance (d) between gNB and UE divides the speed of light (c):
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Observation 3: The ground truth shall be mapped to the input and compared to measurement results to guarantee the data quality.
Observation 4: If model is sent to the field which the radio conditions and other obstacles ( e.g. NLOS) are totally different and complicated than the test environment, the model performance will be degradation and also the model generalization is not beneficial to RAN4 testing goals.
Observation 5: What is the boundary of the degradation and the tolerant margin can be also defined in order to judge the performance will be degraded or not.
Proposal 2: RAN4 shall consider and study the tolerant margin to judge the performance degradation.
Observation 6: The static scenarios refers to the simplification of data features, with fewer data features, and may not even be representative.
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