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1. Introduction
[bookmark: _Hlk134894944]In the RAN4#106-bis-e meeting, RAN4 study on AI/ML for NR air interface was started. The progress was captured in the WF [1]. In the RAN4#107 meeting, there were further extensive discussions on general aspects, specific issues related to use cases, and interoperability and testability aspects. Agreements were captured in the WF [2]. In RAN4#108 meeting, some further agreements for interoperability and testability aspects were reached and captured in following.
	[bookmark: OLE_LINK15][bookmark: OLE_LINK16]Issue 3-3: Encoder/decoder for 2-sided model 
· Proposals
· Option 1: keep only options 1 and 2
· Option 2: keep only option 3 
· Option 3: keep options 1, 2, 3, downselect 4 and 6
· Option 4: keep all options. There is no need to downselect in the SI phase, all options should be considered such that they are very well understood
· Downselect option 6? There are no inputs clarifying how this works
Agreement:
· Down-select option 6.


[bookmark: _Hlk73468315]In this contribution, we further provide our views on testability aspects, especially from general test framework perspective.
2. Discussion
2.1	Framework of requirements and tests for AI 
In the last meeting, it was agreed that only use test encoder/decoder for the test for 2-sided model. However, it was also captured in the ad-hoc minutes [3] that a different model could be used for the reference when defining the RAN4 requirements.
	Issue 1-9: Encoder/decoder terminology for two sided model 
· Proposals
· Option 1: Following definition for reference encoder/decoder for UE/gNB
· A physical AI/ML model for RAN4 calibration purpose only or for RAN4 AI/ML minimum performance requirements definition only
· Option 2: Only use test encoder/decoder, no need for reference encoder/decoder
· Option 3: others, please provide alternative proposals
· Recommended WF
Option 2
[bookmark: _Hlk143782513]Discussion:
Agreement:
Only use test encoder/decoder, no need for reference encoder/decoder
Test encoder/decoder is the model used in the TE to perform the tests. A different model could be used for the reference when defining the RAN4 requirements(similar to reference receivers that are used in demod discussions)


Test encoder/decoder is only for the encoder/decoder to be implemented by TE, which is different from reference encoder/decoder for defining requirements in 2-sided model framework. Besides, for 1-sided model, specify a reference model for defining requirement is also need. 
The framework for defining requirements for use cases and corresponding test procedures can be illustrated as in Fig. 1 and Fig. 2 for 2-sided model and 1-sided model, respectively. RAN4 testability study should consider all relevant parts in Fig. 1 and Fig. 2.

[image: ]

Fig. 1. Framework for requirements and tests for 2-sided model

[image: ]
Fig. 2. Requirements and tests for 1-sided model

For legacy demodulation requirements, it is typically defined with assumption of reference receiver, e.g., MMSE receiver or advanced receiver. The reference encoder and reference decoder for defining requirements for UE side model play similar role.
When defining performance requirements for CSI compression with 2-sided models, throughput ratio is one metric for CSI compression. To align results from companies, reference decoder should be introduced for defining performance requirements for UE side encoder. Similarly, to derive gNB decoder performance, if necessary, UE side reference encoder should be introduced. Otherwise, it could be high unlikely to align results and derive requirements.
Moreover, the align evaluation results from companies, it also needs to define reference models for both sides. It means to define requirements for UE encoder, both reference encoder and reference decoder should be defined. With only one side reference model, it may still be challenging to derive requirements due to difficulty of aligning results from companies.
Similarly, even for one sided model, reference model should be defined to align results from companies and derive requirements.


Observation 1: RAN4 testability study should consider all the relevant parts for defining performance requirements and testing.
Proposal 1: RAN4 to define reference model for defining performance requirements for one-sided model.
Proposal 2: In 2-side model use case, both reference encoder and reference decoder are introduced for defining performance requirements for UE side encoder.

How to define reference model
In RAN4#107 meeting, 6 options for defining encoder/decoder for 2-sided model for test were proposed. These options can also be a guideline to define reference model for RAN4 requirement. At least 2 cases should be considered
Case 1: The method for defining reference decoder/encoder is same as test decoder/encoder
In case 1, the method for defining the reference decoder/encoder should follow the one of test decoder/encoder. For example, if option 4 (partially specified) is eventually chosen as the method for defining test decoder/encoder in 2-sided model framework, then, the method for defining reference decoder/encoder in 2-sided model framework should also be option 4 (partially specified). It does not mean that reference decoder/encoder is same as test decoder/encoder and no additional work for RAN4 to define reference decoder/encoder. For option 1 and option 2, the reference decoder/encoder is provided by the UE vendor and NW vendor, respectively. However, the aim for defining requirement is to align results from different companies, if option 1 and option 2 were chosen, it would not be possible to define corresponding performance requirements, e.g., PMI reporting requirements based on absolute throughput and relative throughput, due to potential very large gain difference based on reference decoders among UE/infra vendors. Thus, option 3 (fully specify) and option 4 (partially specify) can be the baseline to specify reference decoder/encoder for defining requirement. 
Case 2: The method for defining reference decoder/encoder is different from test decoder/encoder
In case 2, the method for defining reference decoder/encoder can be considered separately with the one of test decoder/encoder. For example, the method for defining test decoder/encoder and reference decoder/encoder is option 1 and option 4, respectively. In that case, we have the same observation as case 1, and option 3 (fully specify) and option 4 (partially specify) can be the baseline to specify reference decoder/encoder for defining requirement.
For 1-sided model, there is no test model or test decoder/encoder. However, options for test decoder/encoder can also be used for defining reference model. Fully specified and partially specified can be the baseline to specify reference model for defining requirement.
Proposal 3: Fully specified and partially specified options, i.e., option 3 and/or option 4, are used as baseline for RAN4 to specify reference model for defining requirements for different use cases.

2.2	Testing aspects for 2-sided framework 
Test encoder/decoder for 2-sided model
For 2-sided AI/ML model tests, it was agreed that test decoder/encoder is to be used in UE conformance tests and gNB conformance tests, respectively. Further analysis on pros/cons/feasibility and other aspects for the 4 options are expected. A table for summarizing analysis was discussed in the last meeting. Our views are provided as below.
For Option 1, test decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained.
Pros: 
· The UE would not fail the tests due to model mismatch as both encoder and reference decoder are designed by the same UE vendor. 
Cons:
· UE can obviously pass the tests, which makes the test less meaningful.
· TE has to support all the test decoders provided by different UE vendors. Moreover, the test decoder may not be recognizable by third parties.
· Offline co-engineering between TE vendor and UE vendors may be needed.
· Impact of the model mismatch could happen in the field since network vendors may not use the test decoder provided by UE vendors. 
Feasibility:
· How would a TE vendor implement test decoders provide by different UE vendors? It would be feasible unless the test decoder is provided in open format.
· How would TE select the corresponding test decoder in a test for a UE under test since it is specific to a UE vendor?
· The source of the decoder training data could come from UE vendor, NW vendor or RAN4 specification. Thus, different collaboration type can be considered.
· UE vendor: UE vendor could train the test decoders with the training data that UE vendors generate or collect. There is no need to consider training collaboration. 
· NW vendor: NW vendors could provide training data to UE vendors to co-develop test decoder. In that case, type 1/2/3 training collaboration type can be considered.
· RAN4 specification: RAN4 could define some reference training dataset for different scenarios/configurations in specification, which can be used directly by UE to train test decoder. There is no need to consider training collaboration.

For Option 2, test decoder is provided by the vendor of the decoder(infra-vendors) so that the encoder and decoder are jointly designed and trained.
Pros: 
· Could reflect the performance in the field if the test decoder provided by infra-vendors are implemented.  
Cons:
· The UE has to pass the tests based on all the test decoders provided by different infra-vendors. The test efforts can be alleviated by down-selecting the test decoders provided by infra-vendors in a test.
· TE has to support all the test decoders provided by different infra-vendors. Moreover, the test decoder may not be recognizable by third parties.
· Offline co-engineering between TE vendor and infra-vendors may be needed.
· Impact of the model mismatch could happen in the field since network vendors may not use the test decoder. 
Feasibility:
· How would a TE vendor implement test decoders provide by different infra-vendors? It would be feasible unless the test decoders are provided in open format.
· The source of the decoder training data could come from NW vendor or RAN4 specification. Thus, different collaboration type can be considered.
· NW vendor: NW vendors could develop test decoder with the training data they generate or collect. If the corresponding reference encoder is developed by NW vendor and used for training test decoder, there is no need to consider the training collaboration. In other cases, type 1/2/3 training type can be considered.
· RAN4 specification: RAN4 could define some reference training dataset for different scenarios/configurations in specification, which can be used directly by NW vendor to train test decoder under the condition reference encoder is used and developed by NW vendor. There is no need to consider training collaboration in this case.
· Model transfer could help to avoid the impacts of performance degradation caused by the model mismatch which could occur in real deployment, e.g., the UE uses encoders that was trained by and transferred from NW vendors. 

For Option 3, the test decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
Pros: 
· It would be easier for TE vendors to implement the fully specified test decoder.
· If the test decoder(s) is generated from the well-designed datasets, RAN4 tests can guarantee the AI/ML model performance in the field.
· Network/UE vendors can consider the fully specified test decoder as part of their implementation.
Cons:
· The encoder passed the test may not work for the decoder in the field since the fully specified test decoder may not be implemented in the field. UE may have to implement an additional encoder only for the RAN4 test.
· Possible lengthy RAN4 discussion to agree on one (or more) fully specified test decoder.
· One possible way is to define test encoder firstly, or jointly define both test decoder and test encoder.
Feasibility:
· It is not clear how to define fully specified test decoders and to what extent the details would be.
· The source of the decoder training data could come from UE vendor, NW vendor or RAN4 specification. Thus, different collaboration type can be considered.
· UE/NW vendor: Vendors could develop test decoder with the training data they generate or collect. If the corresponding reference encoder is developed by the same vendor, there is no need to consider the training collaboration. In other cases, type 1/2/3 training type can be considered.
· RAN4 specification: RAN4 could define some reference training dataset for different scenarios/configurations in specification, which can be used directly by vendors to train test decoder under the condition reference encoder is used and developed by the same vendor. There is no need to consider training collaboration in this case. Otherwise, type 1/2/3 training type can be considered.

For Option 4, the test decoder(s) are partially specified and captured in RAN4 spec.
Before discussion on pros/cons/feasibility for option 4, it is helpful to elaborate option 4. First of all, it depends on to what extent the test decoders are partially specified and what should be done for the unspecified part of the test model. This of course needs further study.
As for to what extent the test decoders are partially specified, some criteria may be assumed. For example, there would be not much performance difference if implementation is based the partially specified test model. Or it could be typical implementation for a use case etc.
For the unspecified part of the test decoder, there are different approaches can be considered.
Alt 1: The unspecified part of the test decoder is further developed by UE vendors e.g., through type 1 training for two-sided case. As long as the performance difference based on the partially specified test decoder does not differentiate much regardless of how the unspecified part is developed, maybe the test decoder developed by any UE vendors can be used in the test. At least, the performance difference among test decoders developed by different UE vendors would be much less diverse compared to option 1. This may be considered as an enhancement of option 1.
Alt 2: The unspecified part of the test decoder is further developed by infra-vendors, e.g., through type 1 training for two-sided case. As long as the performance difference based on the partially specified test decoder does not differentiate much regardless of how the unspecified part is developed, maybe the test decoder developed by any infra-vendors can be used in the test. At least, the performance difference among test decoders developed by different infra-vendors would be much less diverse compared to option 2. This may be considered as an enhancement of option 2.
Alt 3: The unspecified part of the test decoder is further developed by TE vendors, e.g., through type 1 training for two-sided case. As long as the performance difference based on the partially specified test decoder does not differentiate much, the test decoder developed by any TE vendors can be used in the test without put limitation on UE implementation e.g., there is no need to implement encoders for the match of developed test decoders by different TE vendors. This may be similar to option 6 in our understanding.
Pros: 
· Simpler testing procedure can be achieved since TE can directly develop and implement the decoder.
· The performance difference for the test decoder developed by different parties can be reduced.
· Network/UE vendors can consider the partly specified test decoder/encoder as part of their implementation.
Cons:
· It is not clear how UE would train their encoders.
· Depending on which alternative is used for option 3, there would be different approaches for UE to train the encoders. 
Feasibility:
· It needs further study to what extent the test decoder is partially specified with minimized performance difference after unspecified part is developed.
· The source of the decoder training data could come from UE vendor, NW vendor, TE vendor or RAN4 specification. Thus, different collaboration type can be considered.
· TE/UE/NW vendor: Vendors could develop test decoder with the training data they generate or collect. If the corresponding reference encoder is developed by the same vendor, there is no need to consider the training collaboration. In other cases, type 1/2/3 training type can be considered.
· RAN4 specification: RAN4 could define some reference training dataset for different scenarios/configurations in specification, which can be used directly by vendors to train test decoder under the condition reference encoder is used and developed by the same vendor. There is no need to consider training collaboration in this case. Otherwise, type 1/2/3 training type can be considered.
Proposal 4: Take into consideration the above analysis on pros/cons/feasibility for different reference decoder/encoder definition.

In summary, summary with more aspects to be considered is provided in Table 1.
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[bookmark: OLE_LINK17]Table 1 Summary of 4 options for testing of 2-sided model
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder
	 UE vendor
	NW vendor 
	 RAN4 specification
	Partially specified by RAN4 specification.
Further developed by TE/UE/NW vendors

	Source of decoder training data
	· UE vendor
· NW vendors
· RAN4 specification 
	· NW vendors
· RAN4 specification
	· RAN4 specified 
· UE vendors
· NW vendors
Note: only used for developing test decoder
	· RAN4 specification 
· TE/UE/NW vendors

	DUT vendor knowledge of the test decoder
	 Full knowledge
	None
	 Full knowledge
	Full knowledge or partial knowledge

	Supported training collaboration type (source of training data should be consistent with the collaboration type)
	· No need to consider training collaboration, or
· Type 1/2/3 training

	· No need to consider training collaboration, or
· Type 1/2/3 training

	· No need to consider training collaboration, or
· Type 1/2/3 training
	· No need to consider training collaboration, or
· Type 1/2/3 training

	Test decoder verification procedure at TE and/or DUT
	For DUT: Not needed
For TE: Needed
	For DUT: Needed
For TE: Needed
	For DUT: Not Needed
For TE: Needed
	For DUT: Needed
For TE: Needed

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Pros/Cons/Feasibility analysis

	Reflection on the real deployment (knowledge of model, training type, etc.)
	· Impact of the model mismatch could happen since network vendors may use quite different decoder in the field from the test decoder.
	· Could reflect the performance in the field since network vendors may use same or similar decoder in the field as the test decoder.
· Model transfer may be used to avoid model mismatch in the field, e.g., the corresponding encoder of the test decoder is transferred from NW to UE.
	· If the test decoder(s) is generated from the well-designed datasets that could reflect real deployment, RAN4 tests could guarantee the AI/ML model performance in the field. However, performance may degrade if low quality datasets are provided.
· The encoder passed the test may not work well for the decoder in the field since the fully specified test decoder may not be implemented in the field. UE may have to implement an additional encoder only for the RAN4 test.
	· If model is trained with well-designed datasets that could reflect real deployment, RAN4 tests can guarantee the AI/ML model performance in the field. However, performance may degrade if low quality datasets are provided.
· If network/UE vendors consider the partially specified test decoder as reference for implementation, then the performance in real deployment can be ensured.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	TE has to support all the test decoders provided by different UE vendors.
The test decoder should be provided in open format. Otherwise, one to many offline co-engineering is needed.
	TE has to support all the test decoders provided by different network vendors
The test decoder should be provided in open format. Otherwise, one to many offline co-engineering is needed.
	Easy for TE vendors to implement the fully specified test decoder.
	Easy for TE vendors to implement if the partially specified test decoder is further developed by TE vendor.
If it is further developed by UE/NW vendors, similar analysis as option 1 or option 2.

	Specification Effort (e.g. test decoder)
	Low: 
Basic assumptions (scenarios, configurations etc.)
	Low: 
Basic assumptions (scenarios, configurations etc.)
	High: 
Everything (e.g. model structure, model parameters, value of parameters, etc. for different scenarios/configurations/conditions and/or training dataset etc)
	Medium to high: 
key parts (e.g. model structure, model parameters and other necessary part if any, training datasets for different scenarios/configurations/conditions etc.)

	Confidentiality/IP issues
	 FFS
	 FFS
	 None
	 FFS

	Applicability to different scenarios/conditions/ configurations
	 Applicable
	Applicable
	 Applicable
	 Applicable

	Complexity of actual testing procedure for the ecosystem
	· Offline co-engineering between TE vendor and UE vendors may be needed.
· All UE vendors should provide its own test decoder
· How would TE select the corresponding test decoder for a UE under test since it is specific to a UE vendor?
	· Offline co-engineering between TE vendor and network vendors may be needed. 
· Whether should all network vendors provide test decoder?
· How would TE select the corresponding test decoder for a UE under test or would the DUT pass test with all the test decoder from different network vendors?
	· TE only needs to implement the test decoder
	· TE needs to train and implement partially specified test decoder, if it is further developed by TE vendors.
· There could be different performance from TE vendors
· Similar analysis as option 1 or option 2, if it is further developed by UE or NW vendors.

	Relationship with reference decoder/encoder for defining requirement
	Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.


Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.
	Alt 1: same as reference decoder
May not be possible to define requirements as there could be larger performance gap among companies. The results may not be able to be calibrated.


Alt 2: different from reference decoder
UE may not pass the tests due to different test decoders are used for defining requirements and tests.
	Alt 1: same as reference decoder
Possible to define requirements and be able to calibrate results from companies.



Alt 2: different from reference decoder
There is no reason to specify test decoder different from that is used for defining requirements.
	Alt 1: same as reference decoder
There is good chance that the results among companies can be calibrated as the performance of the model could largely be decided by the specified part.
Possible to define requirements

Alt 2: different from reference decoder
There is no reason to specify different test decoder than that is used for defining requirements.




Proposal 5: Take into consideration the summary of 4 options for testing of 2-sided model in Table 1.


Design principles/conditions for RAN4 specified decoder/encoder
	Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, 6 in Issue 3-3)
· If 2-sided model is to be used in the WI phase, RAN4 should take into account complexity limitations based on e.g., feasibility of TE implementation and complexity levels considered feasible by network vendors/UE vendors for decoder/encoder deployment. 
· RAN4’s choice of test decoder/encoder should aim as much as possible to avoid limiting the implementation choices, including e.g. complexity, back-bone model etc, of UE/gNB encoders/decoders operating in the field 
· This principle may not be fully achievable in practice
Other principles to be further discussed/studied


The test decoder is used to verify the performance of model inference at UE side. The test should aim for guaranteeing the performance in real network. Thus, the test decoder should be close to the real encoders in terms of performance when paired with UE side encoders. It is not expected that UE implement a model that is just for the test decoder but will not be used in real network. The test model should be paired with a model to be used in practical network in the test under certain scenario/deployment/configuration.
Proposal 6: The test decoder/encoder design should aim for testing the encoder/decoder to be used in practical network.
2.3	Reference block diagrams for testing
In the last meeting, there were discussions on reference block diagrams for 1-sided model and 2-sided models. Further analysis/clarifications on the reference block diagrams are needed.
	Issue 3-4: Design principles/conditions for RAN4 specified decoder/encoder (Options 3 and 4, Issue 3-3, 3-4: Reference block diagram for 1-sided and 2-sided models
Companies are invited to bring further inputs on the diagrams for the testing models. Diagrams from R4-2313085 and R4-2313535 can be used for reference.


One of the main purposes of the AI/ML model test is to verify enhanced performance of model inference. A UE may support multiple AI/ML based use cases, e.g., CSI compression, CSI prediction, beam prediction etc. For one specific use case, depending on UE implementation, different models may be used under different scenarios/configurations. Thus, proper model should be selected for the current test so that UE model inference performance can be verified correctly. 
LCM related tests are quite different from model inference test. Model selection, switch, activation, deactivation, transfer, delivery, update and model monitoring may need to be considered in the AI/ML model control function.
AI/ML model control is supposed to serve the purpose for controlling model management at UE side, including model delivery, transfer and update.
Based on discussions so far, updated reference block diagrams are proposed in Fig 3 and Fig 4 for one-sided model and two-sided model, respectively. In addition, description of reference logical blocks is summarized in Table 2. It should be noted is that the reference block diagrams are mainly for high-level illustration of AI/ML model performance and functionality testing. It would be not necessary to go into details how exactly the blocks are connected.
Table 2: Description of reference functional blocks
	Functional block
	Description

	DUT
	Device under test. It can be UE or gNB.

	Test system
	A system to test AI/ML functionality/performance. It may be test equipment or gNB in practical NW. 

	Test setup
	Setup test environment based on design of test cases 

	Data generator
	This function is to generate test dataset for the ongoing test.

	AI/ML model control
	In tests for verifying model inference performance, AI/ML model control may be used for model selection, and model activation if necessary.
In tests for LCM procedure, AI/ML control may be used for model selection, switch, activation, deactivation, transfer, delivery, update or model monitoring

	Test model
	Test decoder/encoder for UE and gNB, respectively for 2-sided model.

	Performance requirements verification
	This function is to verify if the performance requirements for a test can be met in the ongoing test.

	LCM requirements verification
	This function is to verify if the LCM related requirements for a test can be met in the ongoing test.



[image: ]
Fig 3. Reference block diagram for one-sided AI/ML model
[image: ]
Fig 4. Reference block diagram for 2-sided AI/ML model
Proposal 7: Reference block diagrams in Fig 3 and Fig 4 for one-sided model and 2-sided model, and functional block description in Table 1 are used for test framework for AI/ML.

3. Summary
In this contribution, we provided our initial views on testability aspects, especially from general test framework perspective. Based on above analysis, following proposals are present.
Observation 1: RAN4 testability study should consider all the relevant parts for defining performance requirements and testing.
Proposal 1: RAN4 to define reference model for defining performance requirements for one-sided model.
Proposal 2: In 2-side model use case, both reference encoder and reference decoder are introduced for defining performance requirements for UE side encoder.
Proposal 3: Fully specified and partially specified options, i.e., option 3 and/or option 4, are used as baseline for RAN4 to specify reference model for defining requirements for different use cases.
Proposal 4: Take into consideration the above analysis on pros/cons/feasibility for different reference decoder/encoder definition.
Proposal 5: Take into consideration the summary of 4 options for testing of 2-sided model in Table 1.
Proposal 6: The test decoder/encoder design should aim for testing the encoder/decoder to be used in practical network.
Proposal 7: Reference block diagrams in Fig 3 and Fig 4 for one-sided model and 2-sided model, and functional block description in Table 1 are used for test framework for AI/ML.
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