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Introduction
In RAN4#108 meeting, many issues related to general aspects on AI/ML for NR air interface were discussed and a few agreements are achieved and captured in WF [1]. However, many issues need more discussions [2]. In this contribution, we present our viewpoints on some issues to facilitate discussion.
Discussion
Requirements for data collection
In last meeting, whether to define requirements for data collection was discussed and there was no consensus achieved. The options are as follows:
	Issue 1-1: Requirements for data collection 
· Proposals
· Option 1: RAN4 to study requirements for data collection (e.g. accuracy) especially
· Study requirements for training data
· Option 2: RAN4 to study requirements for data collection depending on outcome of other groups
· Postpone RAN4 discussion until RAN1/2 define a corresponding procedure, if no procedure is defined then RAN4 does not need to do anything
· Option 3: RAN4 should not study requirements for data collection(in particular for training)
· Option 4: Others – please provide proposal


According to RAN1 discussion, the data collections are mainly for three purposes, i.e., model training, inference and monitoring. The data collected for monitoring may be different from that for training and inference. And the specific data types depend on use cases. For example, the data collected are probably PMI or channel matrix for CSI feedback and L1-RSRP for beam management. If collected data is L1-RSRP, the legacy accuracy requirements can be reused if necessary. If it is channel matrix or other types of data, it is not easy to specify accuracy requirements. Moreover, the quality of data can be reflected by the model performance and eventually by the system performance. As for model monitoring, the collected data is generally calculated in some ways, e.g., inference accuracy. Obviously it is no need to define accuracy requirements for such data which may trigger other model related procedures, e.g., model selection/ switching. Hence, in our opinion, it is at least no need to define accuracy requirements for data collection unless other WGs request RAN4 to do so. 
Proposal 1: RAN4 does not define accuracy requirements for data collection unless RAN4 is requested to do so for some procedures by other WGs.
Regarding delay requirements, RAN2 has some assumptions in RAN2#122 meeting [3]: 
	For the latency requirement of data collection, RAN2 assumes:
· for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection
· for model inference, when required data comes from other entities, there is a latency requirement for data collection
· for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.


In our understanding, if the data are for offline training or not transferred between entities, then it is no need to define delay requirements. But if collected data need transferring between entities, the delay requirements are required. The details can be FFS. 
Proposal 2: RAN4 to define delay requirements for data collection when data are transferred between different entities. Details are FFS. 
Handling of generalization – robustness
In RAN4#108 meeting, the robustness of AI/ML models was discussed and many companies presented their viewpoints on this issue. However, there is no consensus achieved. The options for last meeting discussion are copied here: 
	Issue 1-2: Handling of generalization - robustness
· Proposals
· Option 1: RAN4 requirements/tests should ensure that performance is maintained under different scenarios (AI/ML model maintains performance level under “unseen” inputs in training)
· Option 2: No need for any special handling to guarantee generalization
· Option 3: Other inputs – please provide proposals
· Recommended WF
· Option 1


In option1, the key idea is to let AI/ML models to maintain a good performance when “unseen inputs” are fed. During the discussion, companies had different understandings on the meaning of “unseen inputs”, “under different scenarios” or “performance”, which is the reason why no consensus is achieved. We will present our understandings on these phrases to facilitate discussion.
(1) “Under different scenarios”
Regarding the scenarios in option1, we think the range should be limited to the scenarios similar to the scenario the AI/ ML models are trained for. For example, if a model is trained for InF scenario, the ideal test scenario is InF with no doubts. If the modal will be tested in other scenarios, the alternative scenarios at least should be similar to InF, e.g. an office room. The performance of the modal probably will degrade if it is tested in an outdoor area. Applications of AI/ML models in different scenarios are not the initial intention and it is quite challenging for AI/ML models to have a good performance in various scenarios. 
Proposal 3: The test scenarios should be limited to the scenarios similar to the scenario the AI/ML models are trained for, e.g. InF vs. office room. 
(2) “Unseen inputs”
Based on the discussion in (1), the inputs should be from the scenarios similar to the scenario the AI/ML models are trained for. And this is intrinsically the same as the model testing procedure. Hence, we think the test results reflect the robustness of AI/ML models to some extent. However, the AI/ML models’ performance may degrade even in similar scenarios with the model weights fixed. In order to achieve a better robustness, fine-retuning of model weights could be considered if necessary.
Proposal 4: The test results of the unseen inputs from a similar scenario directly reflect the robustness of AI/ML models. 
Proposal 5: Fine-retuning of model weights could be considered, if necessary, to maintain the test performance. 
(3) “Performance”
During the test, there are two types of performance: one is the performance of AI/ML models, and the other is the UE performance. We think RAN4 should focus on the UE performance gain since that is the reason why the AI/ML models are introduced. The model performance is reflected by the cost function during the model training procedure which can be an intermediate metric for model monitoring. Besides, a good AI/ML model performance does not always bring about a good UE performance.
Proposal 6: RAN4 should focus on the UE performance other than AI/ML model performance in the tests.
Handling of generalization – dynamic changing environment
Regarding the robustness against dynamic changing environment, some discussion in Clause 2.2 can be reused. Usually it is quite challenging for AI/ML models to achieve a good performance in different environments. The main reason is the scenario where the models are used mismatches that they are trained for. Hence, some mechanisms are required to overcome such intrinsic disadvantages resulted from scenario mismatch. One potential method is to fine-retune the model weights based on the data collected from new scenarios. Model switch, which is another option, was also mentioned during discussion and some companies suggested that UE should provide several models for switching. But we think it would be better to use only one model with model update (i.e. fine-retuning weights) as a starting point at current stage. Multiple-model option can be FFS. 
Proposal 7: RAN4 to use only one model with model update (i.e. fine retuning weights) for tests in dynamic changing environment as a starting point at current stage. Multiple-model option can be FFS. 
RAN4 Testing goals
In RAN4#108, Huawei proposed the following testing goals [4]: 
	RAN4 AI/ML testing goal is identified from the following options.
· [bookmark: _Hlk143023305]Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· [bookmark: _Hlk143023331]Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test.


In our view, we prefer option 2 since the overall performance gain is the final objective of introducing AI/ML models. And as mentioned in Clause 2.2, a good AI/ML model performance does not always bring about a good UE performance. Hence we think the RAN4 testing goal should be to verify whether the performance gain of AI/ML model can be achieved from the system perspective. 
Regarding option 1, the meaning of “model is properly conducted” is still unclear. In our understanding, whether or not a model is conducted properly can be reflected by inference accuracy or other monitoring metrics which have not been decided by RAN1 yet. Therefore we propose RAN4 to focus on whether the performance gain of AI/ML model can be achieved. 
Proposal 8: RAN4 to focus on whether the performance gain of AI/ML model can be achieved. 
Conclusions
This paper discussed the general issues for AIML for NR air interface, and the following proposals are provided: 
Proposal 1: RAN4 does not define accuracy requirements for data collection unless RAN4 is requested to do so for some procedures by other WGs.
Proposal 2: RAN4 to define delay requirements for data collection when data are transferred between different entities. Details are FFS. 
Proposal 3: The test scenarios should be limited to the scenarios similar to the scenario the AI/ML models are trained for, e.g. InF vs. office room. 
Proposal 4: The test results of the unseen inputs from a similar scenario directly reflect the robustness of AI/ML models.
Proposal 5: Fine-retuning of model weights could be considered, if necessary, to maintain the test performance. 
Proposal 6: RAN4 should focus on the UE performance other than AI/ML model performance in the tests.
[bookmark: _GoBack]Proposal 7: RAN4 to use only one model with model update (i.e. fine retuning weights) for tests in dynamic changing environment as a starting point at current stage. Multiple-model option can be FFS. 
Proposal 8: RAN4 to focus on whether the performance gain of AI/ML model can be achieved. 
Reference
[1] R4-2314740, WF on RAN4 requirements for NR AI/ML, Qualcomm Incorporated, RAN4#108.
[2] R4-2314222, Topic summary for [108][140] FS_NR_AIML_air, Qualcomm Incorporated, RAN4#108. 
[3] R2_122_ChairNotes EOM, RAN2#122.
[4] R4-2313264, General Aspects for RAN4 R-18 SI on AIML for NR air interface, Huawei, RAN4#108.
8

4

