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1	Introduction
In last RAN4 meeting, a list of issues on general aspects have been discussed with following agreements being achieved [1][2].

	Issue 1-4: AI/ML model complexity
Agreement:
· The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on BS side model, and vice versa.

Issue 1-9: Encoder/decoder terminology for two-sided model
Agreement:
Only use test encoder/decoder, no need for reference encoder/decoder

Issue 1-10: TR Update comments
Agreements:
Comments to provide comments on the TP proposed by CAICT by the next meeting
Further discuss the TR structure based on RAN4 progress

Issue 1-11: Terminology update 
Agreement:
Follow RAN1 terminology
Proposed changes in R4-2312741 are endorsed



In this contribution, we would like to discuss following issues:
· Issue 1-1: Requirements for data collection
· Issue 1-2: Model generalization
· Issue 1-6: Testing goals
2	Discussion
2.1 Requirements for data collection
In last meeting, several options were proposed for this issue:
	Issue 1-1: Requirements for data collection
· Proposals
· Option 1: RAN4 to study requirements for data collection (e.g. accuracy) especially
· Study requirements for training data
· Option 2: RAN4 to study requirements for data collection depending on outcome of other groups
· Postpone RAN4 discussion until RAN1/2 define a corresponding procedure, if no procedure is defined then RAN4 does not need to do anything
· Option 3: RAN4 should not study requirements for data collection(in particular for training)
· Option 4: Others – please provide proposal



In our view, we could discuss the requirements of data collection for different purposes separately.
· Model training: since online training has been deprioritized in Rel-18, latency requirements of data collection for offline training is deemed unnecessary. But we think accuracy requirements of data collection is critical. AI is data-driven, the good quality of dataset could enhance the performance of a trained model.
The accuracy requirements of data collection for model training consist of two parts: the first part relates to measurement accuracy, which could be enhanced on the basis the legacy accuracy requirements if exists or newly defined for new measurement metrics. The other part relates to quantization and reporting method. More and finer grained input could improve the performance of AI model, thus an enhanced quantization and reporting requirements could be considered for training purpose. The details could be discussed per each use case.
· Model inference: inference requires the data to be timely obtained and input into the model. Thus, latency requirements of data collection for model inference is definitely necessary and critical. This had also been discussed and agreed in RAN2 #122. An LS had been sent to RAN1 to ask for inputs on details of collected data, e.g., content, reporting type, typical size, value or value range of typical latency requirement. We think RAN4’s discussion on this aspect could wait for the output from RAN1. 
Accuracy requirement of data collection for model inference could be generally covered by measurement accuracy of legacy requirements if exists. The necessity of introducing enhancements to accuracy depends on, in our view, whether it is essential to achieve certain performance requirements and whether it can be achieved within specified latency requirements.
· Model monitoring: the latency requirements of model monitoring is somewhat between training and inference and largely depends on the specific monitoring methods. For example, for monitoring based on performance, the latency requirements may be critical to ensure the effectiveness of model output, while for monitoring based on data distribution, the latency requirements could be loosen. This situation also holds for accuracy requirements.
Proposal 1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 2: Accuracy requirements of data collection with legacy measurements could follow legacy measurements requirements. Potential enhancements to legacy requirements and accuracy requirements on new data types/measurements could be discussed per use case and considered in WI phase.
2.2 Model generalization
In last meeting, following options had been proposed for this issue:
	Issue 1-2: Handling of generalization - robustness
· Proposals
· Option 1: RAN4 requirements/tests should ensure that performance is maintained under different scenarios (AI/ML model maintains performance level under “unseen” inputs in training)
· Option 2: No need for any special handling to guarantee generalization
· Option 3: Other inputs – please provide proposals



Among the options, we sightly prefer option 1. Generalization performance is a critical dimension of AI model capability, which demonstrates a trained model’s ability to react to unseen data. Good generalization ability can guarantee an acceptable performance of AI model under unpredicted/untested conditions in real deployment. LCM (e.g. model switching/update/fallback, etc.) is another method to adapt to the uncertainty of the conditions. But the difference is, in our thinking, LCM is actively triggered by NW or UE in case of, e.g., UE/NW monitors intolerable performance loss, UE/NW recognizes current status does not match applicable conditions, higher layer configurations are changed, etc. Obviously, the adaptation of LCM requires a certain latency which includes the time of monitoring, decision and switching/updating. While generalization ability can at least provide a tolerable performance just within this transition period.
In principle, generalization testing of an AI model in RAN4 is use case specific. Under some cases, AI models demonstrate certain generalization capability. But under others, the generalization capability is not good enough. Moreover, the methods to monitor inference performance of AI models for some cases is still unclear.
In RAN1, generalization performance is considered to be verified over various scenarios/configurations. In our thinking, for a condition with a limited set of values, for example different bandwidth, different numbers of Tx port, the test of generalization may be less necessary since this condition may not vary suddenly or frequently as wireless radio conditions. A single model can be particularly trained for the entire value set or multiple models can be separately trained for different subsets. If multiple models are trained, NW/UE can trigger LCM when the condition is changed. On the contrary, if the condition varies continuously within a value range or cannot make a clear distinction, like UE speed, UE distribution, the test of generalization shows more necessities and could be considered. The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4.
Proposal 3: Whether/How to define the requirements of generalization performance could be discussed per use case. The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4.
2.3 Testing goals
In last meeting, following options had been proposed for this issue:
	Issue 1-6: RAN4 Testing goals 
· Proposals
· Option 1: The testing goal is to verify whether a specific AI/ML model can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the performance gain of AI/ML model can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether to define non-static specific scenarios/configurations
· Option 3: Option 1 and Option 2 depending on the test
· Option 4: others, please provide some concrete proposals



For this issue, our basic thought is not to narrow down the testing goals of RAN4 to either single aspect with considering different testing cases and possible future extensions. For testing achievable performance or generalization performance of AI model, the goal is to verify a certain performance can be achieved under given conditions as option 2. For testing LCM procedure, the goal is to verify the air signaling and procedure is conducted properly as option 1. Looking forward to future, maybe we would incorporate the model training or data collection into testing, then the goal would become to verify the collaboration performance among difference entities. In current study phase and following normative phase, we could take option 3 as starting point.
Proposal 4: Support option 3 (Option 1 and Option 2 depending on the test cases) of issue 1-6 (RAN4 testing goals) in R18 study phase and following R19 normative phase.
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Conclusion
In this contribution, we discuss some remaining issues on general aspects with following observation and proposals:
Proposal 1: Latency requirements of data collection for model inference and monitoring should be considered and discussed per use case, subject to the output from RAN1/2.
Proposal 2: Accuracy requirements of data collection with legacy measurements could follow legacy measurements requirements. Potential enhancements to legacy requirements and accuracy requirements on new data types/measurements could be discussed per use case and considered in WI phase.
Proposal 3: Whether/How to define the requirements of generalization performance could be discussed per use case. The progress of RAN1 on generalization verification can be taken as a reference to define generalization tests in RAN4.
Proposal 4: Support option 3 (Option 1 and Option 2 depending on the test cases) of issue 1-6 (RAN4 testing goals) in R18 study phase and following R19 normative phase.
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