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1. Introduction
In the RAN4#106-bis-e meeting, RAN4 study on AI/ML for NR air interface was started. High level work plan was agreed and captured in the WF [1]. 
· During Q2 (RAN4 #106bis, RAN4#107), general issues of AI/ML are firstly discussed in a single thread. The main objective of this stage is to achieve comprehensive understanding and align companies’ views on these issues for next step. Moreover, use case(s) specific issues should also be studied.
[bookmark: _Hlk73468315]In this contribution, we further provide our views on testability aspects, especially from general test framework perspective.
2. Discussion
2.1	Reference block diagrams for testing
In the last meeting, it was agreed to further study reference block diagrams for 1-sided model and 2-sided models.
	Agreement: 
Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Companies are invited to bring further analysis on logical block diagrams for testing to improve the understanding of different test modules/functionalities to be discussed and defined by RAN4.


One of the main purposes of the AI/ML model test is to verify enhanced performance of model inference. Reference block diagrams for one-sided and 2-sided AI/ML model is illustrated in R4-2305051. It needs further clarification from following aspects according to discussions in the last meeting.
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Firstly, the reference block diagram was dedicated for verifying model inference performance. A UE may support multiple AI/ML based use cases, e.g., CSI compression, CSI prediction, beam prediction etc. For one specific use case, depending on UE implementation, different models may be used under different scenarios/configurations. 
Thus, proper model should be selected for the current test so that UE model inference performance can be verified correctly. AI/ML model control is supposed to serve the purpose.
LCM related tests are quite different from model inference test. Model selection, switch, activation, deactivation, transfer, delivery, update and model monitoring may need to be considered in the AI/ML model control function.
It was discussed that in some tests, test dataset may not be necessary. But the reference block diagram is mainly for illustration of what are needed in the tests in very high level. It does not mandate one function in the diagram has to be used for all the tests.
TE is test equipment. In our understanding, even in tests for model monitoring, the TE should also indicate the test equipment. The Reference block diagram is mainly for test framework.
Since model monitoring is also important for model inference, and tests for model monitoring may also be defined, it would be helpful to also include model monitoring in the reference block diagram.
Base on above analysis, updated reference block diagrams are proposed. In addition, a table for description of functional blocks is summarized.
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Fig 1. Reference block diagram for one-sided AI/ML model
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Fig 2. Reference block diagram for 2-sided AI/ML model

Table 1: Description of functional blocks
	Functional block
	Description

	DUT
	Device under test. It can be UE or gNB.

	TE
	Test equipment. 

	AI/ML model control
	In tests for verifying model inference performance, AI/ML model control is mainly for model selection, and model activation if necessary.
In tests for LCM procedure, AI/ML control is for model selection, switch, activation, deactivation, transfer, delivery, update or model monitoring

	Test setup
	Setup test environment based on design of test cases 

	Performance verification
	This function is to verify if the requirements can be met in the ongoing test.

	Data generator
	This function is to provide test dataset for the ongoing test.


Proposal 1: Reference block diagrams in Fig 1 and Fig 2 for one-sided model and 2-sided model, and functional block description in Table 1 are used for test framework for AI/ML.

2.2	2-sided framework 
For 2-sided model tests, it was agreed that reference decoder/encoder is to be used in UE conformance tests and gNB conformance tests, respectively. 
	· RAN4 to study the following issues for the 2-sided model test framework
· Common assumptions for proposals of the reference decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection
· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the reference decoder/ reference encoder design/implementation on UE/ gNB performance verification
· The impact of reference decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.
· Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered
· FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested
· Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided
· Reference Decoder for test implementation for 2-sided models in the UE performance tests
· Following options should be studied for the reference decoder for test implementation in the UE performance tests
· [bookmark: _Hlk133244825]Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the UE performance tests should not limit the implementation of different models at the network side
· Reference Encoder for test implementation for 2-sided models in the gNB performance tests
· Following options should be studied for the reference encoder for test implementation in the gNB performance tests
· Option 1: reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference encoders are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference encoders are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test encoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the gNB performance tests should not limit the implementation of different models at the UE side.Further discuss the difference between reference encoder/decoder and test encoder/decoder.


One aspect to clarify is that the reference decoder/encoder is to be used in the test framework. However, it is not clear whether performance requirements for CSI compression is included in this framework or not. Since all sub-bullets of the agreement are focused on tests, it feels like that reference encoder/decoder is only for test procedure.
When defining performance requirements for CSI compression with 2-sided models, it is also necessary to define reference decoder/encoder to derive the performance requirements. For example, throughput ratio is possible metric for CSI compression. To evaluate the results, reference decoder should be introduced for defining performance requirements for UE side encoder. Similarly, to derive gNB decoder performance, if necessary, UE side reference encoder should be introduced. Otherwise, it is not possible to align results and derive requirements.
Moreover, the align evaluation results from companies, it may need to define reference models for both sides. With one side reference model, it may still be challenging to derive requirements.
Proposal 2: In 2-side model use cases, reference encoder and reference decoder, for both sides, are introduced for defining performance requirements for gNB side encoder and UE side encoder, respectively.

Regarding reference decoder for UE conformance test, 6 options were proposed for further discussion. Test decoder and reference decoder are used in different options. It seems test decoder are only for the tests and test equipment would implement the test decoder for the test. In general, reference decoder would also be implemented in the test equipment. In addition, as discussed above, reference decoder should also be used for definition of performance requirements. It is expected that same reference decoder is used for performance requirements definition and test procedure. If different reference decoders are used for requirements and tests respectively, then it is not clear if the UE can meet the requirements.
Similar analysis on reference encoder for gNB side decoder performance tests can be made.
Proposal 3: It is expected that same reference decoder/encoder is used for performance requirements are tests.
Proposal 4: The test decoder/encoder need to be clarified, e.g., if it is only for tests.

2.3	One-sided framework 
It was agreed in [1] that for one sided and 2-sided models, RAN4 is to consider both models and discussion can continue in parallel. However, there is no one-side framework being agreed in the last meeting.
For 2-sided model, reference model (decoder/encoder) is the counterpart of the model (encoder/decoder) of UE/gNB to be tested. For one-sided test framework, test equipment does not need to implement AI/ML model for the tests. However, for one-sided model, it may also need to introduce reference model for deriving performance requirements.
One of the main purposes of RAN4 requirements/tests is to verify enhanced performance of model inference. There are many challenges in defining RAN4 requirement and tests for AI/ML air interface.
· How the performance requirements are derived to justify AI/ML model inference gains, e.g., how to align results from companies to derive requirements. 
· It is necessary in RAN4 to discuss whether and how to define and test the generalization performance of AI/ML model. The legacy receiver algorithms are based on communication theories and have physical meanings. The performance is robust and predictable to some extent. However, AI/ML algorithms are based on machine learning and have weak physical meanings. If the scenarios for test is different from the scenario where the training data is generated, the performance would degrade and UE may fail the test. On the other hand, the channel conditions of real environment are complex and diversified. It needs further discussion whether the performance in practical network can be guaranteed even if the UE passes the defined tests. 
To address above challenges, one possible way is to define reference model, similar to reference receiver used for defining demodulation performance requirements.
· With reference model, performance requirement can be derived based on the agreed model structure and parameters. It would be possible to align results from companies.
· The generalization performance requirements can also be defined. Different reference models could be used in different scenarios/configurations. Based on evaluation, maybe it is also possible that a reference model is used for all scenarios/configurations in the requirements and tests. 
The reference model structure could be, e.g., fully connected, CNN or transformer, which are widely used in the industry, for different sub use cases, respectively. RAN4 can discuss reference model structure and parameters in a case-by-case manner.
Thus, for one-side framework, refence model should be defined to define performance requirements.
Proposal 5: Consider to define reference models in RAN4 for defining performance requirements for one-sided model.
Proposal 6: Different reference model, including structure and parameters if needed, are defined for different sub use cases.

2.4 LCM procedures related tests
	· RAN4 to investigate how to define tests for the following candidate procedures:
· model/functionality monitoring
· model/functionality selection
· model/functionality activation/deactivation/switching/fallback
· FFS whether data collection should be considered
· FFS whether model update/transfer/delivery should be considered


In [2], we provided analysis on the necessity of requirements for data collection. At least, for direct AI/ML position. Our observation is that requirements for data collection, at least for direct AI/ML positioning, should be considered.
Analysis on requirements for model transfer/delivery/update was also provided [3]. The observation is that requirements for model transfer/delivery should be considered and discussed.
Therefore, tests for data collection and model update/transfer/delivery should also be considered as long as requirements are defined. 
Proposal 7: RAN4 also needs to consider how to define tests for data collection and model update/transfer/delivery.
In general, tests are based on defined requirements for the candidate procedures. It is better to discuss how tests are defined after there is good progress on requirements for the procedures.
Proposal 8: RAN4 to discuss how tests are defined after there is good progress on requirements for the procedures.

2.5 Test Dataset generation
Candidate methods for test data generation were agreed in the last meeting.
	Test dataset generation should be studied. Different generating methods can be used for different tests. The following candidate methods are to be considered or down-selected:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded


Dataset based on TR 38.901, e.g., UMa channel, UMi channel, CDL channel, “legacy approach”, can be considered as starting point. Currently most of simulation results of AI/ML models in RAN1 are provided based on the dataset generated by 3GPP channel models. 3GPP channel models have stable performance and sufficient physical meanings. Also, it is convenient to generate large number of samples using 3GPP channel models.
To better use field dataset, the ergodicity and effectiveness of the field dataset would need to be proved, through the analysis of the wireless channel characteristic. The manpower and the time needed for field data collection should also be considered.

3. Summary
In this contribution, we provided our initial views on testability aspects, especially from general test framework perspective. Based on above analysis, following proposals are present.
Proposal 1: RAN4 is to define test framework for AI/ML in the study item.
Proposal 2: Test framework as in Fig 2 may be considered as starting point for one-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.
Proposal 3: Test framework as in Fig 3 may be considered as starting point for two-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.
Proposal 4: For dataset generation/collection in the test, following options are considered as starting point.
· Option 1: TE generates dataset based on dataset assumption/parameters for evaluation from TR 38.901
· Option 2: TE generates dataset for test based on assumptions/parameters defined by RAN4
· Option 3: Field dataset
· Option 4: others
Proposal 5: Different dataset generation/collection method could be used for different sub use cases.
Proposal 6: Consider to define reference models in RAN4 for defining requirements and tests.
Proposal 7: Different reference model, including structure and parameters if needed, are defined for different sub use cases.
Proposal 8: Performance requirements and tests should be defined for model inference.
Proposal 9: AI/ML model generalization/scalability performance should be verified and test should be defined.
Proposal 10: Model selection may be necessary in the test procedure.
Proposal 11: Model training for one-sided model is performed before the test.
Proposal 12: FFS model training for two-sided model is performed before the test or during the test.
Proposal 13: Tests for model activation/deactivation/switch/fallback should be defined if corresponding RRM requirements are introduced.
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