3GPP TSG-RAN WG4 Meeting #107                                                       R4-2307573
Incheon, KR, May 22 – May 26, 2023
Agenda Item:
8.22.3
Source: 
CMCC

Title: 


 Discussion on interoperability and testability for AI/ML
Document for:
Discussion 
1. Introduction

In RAN #94-e meeting, the SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2

· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable

· Consider the need and implications for AI/ML processing capabilities definition


In last meeting, there was initial discussion on AI/ML in RAN4, and a WF was approved [2]. This contribution provides initial views on interoperability and testability for AI/ML.
2. Discussion  
According to the agreed WF [2], one issue is generalization/scalability of requirements/tests. The related agreements are summarized as following:

	· Generalization verification aspects

· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML

· Further study whether it is needed/feasible to introduce some form of generalization and/or scalability related requirements for different scenarios/configurations based on RAN1 agreements

· Whether this can be implicitly handled in the test case definition should be considered

· Intention is to guarantee that performance will still be maintained in different environments/scenarios/configurations.


It is expected that the inference performance will be maintained in different environments/scenarios/configurations, and performance and robustness in real-world environments is very important, from this point of view, it is prefered to define requirements or test to verify the generalization of AI/ML.
Proposal 1: it is prefered to define requirements and/or tests to verify the generalization/ scalability of AI/ML.
As for how to verify the generalization of AI/ML, RAN1 has some design on this issue, which can be used as baseline for RAN4 study. According to RAN1 endorsed TP [3], generalization performance is one of the common KPIs, and RAN1 had some agreements on model generalization for each use cases. Taking CSI feedback enhancement as an example, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects:

· Various deployment scenarios (e.g., UMa, UMi, InH)

· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)

· Various carrier frequencies (e.g., 2GHz, 3.5GHz)

· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.

· Companies to report the selected scenarios for generalization verification 

To verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects:

· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)

· Various sizes of CSI feedback payloads, FFS candidate payload number

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)

· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) for CSI prediction sub use case 

· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.

· Companies to report the selected configurations for generalization verification

· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc 

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two
For beam management and positioning accuracy enhancement, RAN1 design on model generalization is similar as that for CSI feedback enhancement. Some use case specific considerations are envolved. For example, for beam management, from configuration point of view, various UE parameters, e.g., number of UE Rx beams and various gNB settings, e.g., DL Tx beam codebook are considered. For positioning,  network synchronization error and UE/gNB RX and TX timing error also need to be considered.
In summary, the generalization/scalability performance can be verified over various scenarios and/or configurations, and the details may need to be considered case by case and can be further studyed.
Proposal 2: it is proposed that the generalization/scalability performance can be verified over various scenarios and/or configurations. 
In general, there are two AI/ML framework: One-sided (AI/ML) model and two-sided (AI/ML) model. One-sided (AI/ML) model could be a UE-side (AI/ML) model or a Network-side (AI/ML) model. UE-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the UE. Network-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the network. Two-sided (AI/ML) model is a paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa. CSI compression. According to the agreement in last meeting [2], RAN4 to consider both one sided model and two-sided model, and discussion can continue in parallel.
According to RAN1 discussion, for two-sided model use case, there are following AI/ML model training collaborations. 
•
Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

•
Type 2: Joint training of the two-sided model at network side and UE side, repectively.

•
Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

•
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).

•
Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
RAN1 further agreed that training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI. From RAN4 point of view, the study can focus on Type1 and Type 3.

Proposal 3: for two-sided model, RAN4 work could focus on Type1 and Type 3.

One of the issues is reference decoder/encoder for test implementation in the UE/gNB performance tests. Taking reference decoder as an example. There are following options for study:
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained

· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained

· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.

· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.

· Option 5: Option 1, 2, 3 or 4 depending on the test

· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.

· Other options can be discussed depending on companies’ inputs

Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained, in our understanding, is based on type 1 (joint training of the two-sided model at a single side/entity). Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained, is based on type 3 (Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively) . Compared with option 2, we are not sure whether option 1 can guarantee the performance in real-world environments. It is more possible that decoder is modeled by gNB vendors and encoder is modeled by UE vendors. Option 3 is more like to design a refernce model for test. Considering different vendors may have different model structure and parameters, we are not sure whether RAN4 can reach consensus on the design of this reference decoder. Taking above into account, we are slightly preferred option 2. Same consideration for gNB performance tests, the reference encoder is provided by the vendor of the encoder
Proposal 4:for reference decoder for test implementation for 2-sided models in the UE performance tests, it is prefered that reference decoder is provided by the vendor of the decoder.

Proposal 5: for reference encoder for test implementation for 2-sided models in the gNB performance tests, it is prefered that reference encoder is provided by the vendor of the encoder.
The performance gain is also related with dataset. With different dataset, the performance may be different. In order to allign the  performance evaluation to define performance requirements for an AI/ML model, it is necessary to discuss and decide dataset for the test. According to the discussion in last meeting, following candidate methods are to be considered or down-selected: 
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.

· Field dataset (data collected directly from field measurements)

· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)

· Other methods are not precluded
Field data can be used to assess the performance and robustness in real-world environments, which is more preferrable, but we also observe the difficuly to obtain this kind of dataset. As for dataset based on TR 38.901 and dataset generated by TE based on assumptions/parameters defined by RAN4, currently we do not see much difference. More discussion is needed.
Inference latecy is discussed in RAN1, and it is a good KPI to verify model performance. But we also understand it may be difficult to design this requirements/tests considering different implementation. It is proposed to study whether inference latency can be used as one of the requirments for AI/ML.
Proposal 6: it is proposed to study inference delay as one of the requirments for AI/ML.
3. Conclusion
This contribution provides discussion on interoperability and testability for AI/ML. The observations and proposals are:
Proposal 1: it is prefered to define requirements and/or tests to verify the generalization/ scalability of AI/ML.
Proposal 2: it is proposed that the generalization/scalability performance can be verified over various scenarios and/or configurations. 
Proposal 3: for two-sided model, RAN4 work could focus on Type1 and Type 3.

Proposal 4:for reference decoder for test implementation for 2-sided models in the UE performance tests, it is prefered that reference decoder is provided by the vendor of the decoder.

Proposal 5: for reference encoder for test implementation for 2-sided models in the gNB performance tests, it is prefered that reference encoder is provided by the vendor of the encoder.
Proposal 6: it is proposed to study inference delay as one of the requirments for AI/ML.
4. Reference
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
[2] R4-2306299, WF on AI/ML RAN4 studies, Qualcomm Incorporated
[3] R1-2304148, TP for TR for study on AI-ML for NR Air Interface.

