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1. Introduction 
In RAN4#106-bis-e RAN4 started the discussion on RAN4 impact with AI/ML in the air interface and way forward [1] was agreed.  In this contribution we present our views on testability with AI/ML in air interface.   
2. Discussion
In RAN4#106bis-e the following agreements were made for interoperability and testing:
	2.3.1 Reference block diagrams for testing
Agreement: 
Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test
· DUT can be either UE or gNB
· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Companies are invited to bring further analysis on logical block diagrams for testing to improve the understanding of different test modules/functionalities to be discussed and defined by RAN4.
 
2.3.2 Online training procedures and testing
Study of tests for online training procedures are de-prioritized
· This can be re-visited if any online training procedure is introduced
2.3.5 Test dataset generation
Test dataset generation should be studied. Different generating methods can be used for different tests. The following candidate methods are to be considered or down-selected:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)
· Other methods are not precluded




On the issue of testing for 2-sided framework the following was discussed:
	2.3.3 2-sided framework
· RAN4 to study the following issues for the 2-sided model test framework
· Common assumptions for proposals of the reference decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection
· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the reference decoder/ reference encoder design/implementation on UE/ gNB performance verification
· The impact of reference decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.
· Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered
· FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested
· Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided



The framework for testing the 2-sided model is expected to be challenging since we need to come up with new procedures in RAN4 for a model that is supposed to be jointly trained at the network and UE side. The testing of 2-sided models should include testing of the network side decoder as well as UE side encoder.  We need to define a reference decoder for the tester for the UE performance tests and equivalently a reference encoder for the gNB performance tests.
Proposal #1: Define a framework with reference decoder for UE performance tests and reference encoder for gNB performance tests.
The aspects of the reference encoder/decoder to be considered are:
· How to ensure the reference decoder/encoder is defined to capture the actual decoder/encoder implementation in gNB/UE which the UE/gNB is jointly trained with
 
For reference decoder the following options were captured in [1]:

· Reference Decoder for test implementation for 2-sided models in the UE performance tests
· Following options should be studied for the reference decoder for test implementation in the UE performance tests
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the UE performance tests should not limit the implementation of different models at the network side
While the reference decoder defined for the tester should not limit the implementation of different models at the network side, we need to discuss how we ensure that the reference decoder generalizes well to actual NW implementation. 
For the options above, if a reference decoder is defined in RAN4 as captured in option 3/4, how do we guarantee that it would be a good representation of the actual decoder implementation in the network. 
In Option 6 above, it is not clear what test decoder means and how it is different from reference decoder. Assuming it is the same as reference decoder, the same issue with it being defined in RAN4, how do we ensure that it would be a good representation of the actual decoder implementation in the network. 
Since the encoder and decoder are jointly trained, the feasible option is to use a reference decoder provided by vendor of the encoder or decoder for testing which ensures the encoder and decoder are jointly tested. 
Observation #1: If reference decoder is partially or fully specified in RAN4, or the test decoder is specified by TE vendor - it is not clear how well it will capture actual decoder implementation in the network.
Observation #2: Using a reference decoder provided by vendor of encoder or decoder such that the encoder and decoder are jointly trained would be the most practical option. 
Proposal #2: For reference decoder for test implementation for 2-sided models in the UE performance tests the reference decoder is provided by the vendor of the encoder under test or the vendor of decoder so that the encoder and decoder are jointly designed and trained.
Depending on discussion on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference decoder for the UE test. 
Proposal #3: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference decoder for UE test.
For reference encoder:
· Reference Encoder for test implementation for 2-sided models in the gNB performance tests
· Following options should be studied for the reference encoder for test implementation in the gNB performance tests
· Option 1: reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained
· Option 2: reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained
· Option 3: The reference encoders are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.
· Option 4: The reference encoders are partially specified and captured in RAN4 spec.
· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test encoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs
· Reference decoder defined for the tester in the gNB performance tests should not limit the implementation of different models at the UE side.Further discuss the difference between reference encoder/decoder and test encoder/decoder.
It is not clear if there is a difference between reference encoder and test encoder, and further clarification is needed.
Proposal #3: Further discuss and clarify the difference between test encoder/deceiver and reference encoder/decoder if any. 
Similar to the options for reference decoder, we don’t think specifying a reference encoder or test encoder in RAN4 or by TE vendor is a viable approach due to concerns on how it would guarantee that it is a good representation of the model used in the UE implementation. Due to this, we think the most practical approach would be t use a reference encoder provided by vendor for decoder under test or vendor of encoder so that the encoder decoder are jointly designed and tested.
Proposal #4: For reference encoder for test implementation for 2-sided models in the gNB performance tests the reference encoder is provided by the vendor of the decoder under test or the vendor of encoder so that the encoder and decoder are jointly designed and trained.
Depending on discussion on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference encoder for the gNB test. 
Proposal #5: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference encoder for the gNB test.
3. Conclusion
In this paper, we provide our views on issues related to testability aspects for AI/ML. Our observations and proposals are captured below:
Proposal #1: Define a framework with reference decoder for UE performance tests and reference encoder for gNB performance tests.
Observation #1: If reference decoder is partially or fully specified in RAN4, or the test decoder is specified by TE vendor - it is not clear how well it will capture actual decoder implementation in the network.
Observation #2: Using a reference decoder provided by vendor of encoder or decoder such that the encoder and decoder are jointly trained would be the most practical option. 
Proposal #2: For reference decoder for test implementation for 2-sided models in the UE performance tests the reference decoder is provided by the vendor of the encoder under test or the vendor of decoder so that the encoder and decoder are jointly designed and trained.
Proposal #3: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference decoder for UE test.
Proposal #3: Further discuss and clarify the difference between test encoder/deceiver and reference encoder/decoder if any. 
Proposal #4: For reference encoder for test implementation for 2-sided models in the gNB performance tests the reference encoder is provided by the vendor of the decoder under test or the vendor of encoder so that the encoder and decoder are jointly designed and trained.
Proposal #5: Depending on training collaboration type targeted further decide between if vendor of decoder or encoder should provide the reference encoder for the gNB test.
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