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1	Introduction
In previous RAN4 meeting, general issues and work plan of AI/ML was discussed and following agreements had been made [1].

	 Agreement:
· High level work plan is agreed as follows:
· During Q2 (RAN4 #106bis, RAN4#107), general issues of AI/ML are firstly discussed in a single thread. The main objective of this stage is to achieve comprehensive understanding and align companies’ views on these issues for next step. Moreover, use case(s) specific issues should also be studied.
· During Q3 (RAN4 #108), besides carrying on discussing unresolved general issues, use case specific discussion could be continued (in separate sessions depending on progress). At the end of Q2 (either RAN4 #107 or RANP #100) it could be further discussed how to proceed with the use case specific discussion in Q3 (how many threads/tracks will be used and in which RAN4 session).
· During Q4 (RAN4 #108bis, RAN4 #109), besides carrying on discussing unresolved general issues if necessary, continue use case specific discussion and try to draw a set of solutions for each use case, including recommendations towards normative work. Meanwhile, the work on drafting TR can start as soon as TR-impact has been identified.
· Discussion planning
· Further discuss how to organize Q3 discussion in RAN4#107 or RAN#100 depending on progress
· Use case specific could be handled in RRM and demod sessions, general issues can be handled in a general thread if not concluded
· A recommendation should be made in RAN4#107 whether to go to discussions in separate sessions
· The criteria to go to separate sessions is that, based on the outcome of RAN4#106bis and RAN4#107, distinct, non-overlapping use case specific issues are identified for discussion that can be handled efficiently in separate sessions and will not clash
· Default assumption is that Beam management and positioning would be handled in the RRM session, CSI reporting in the demod session
· Ultimate decision to be made by RAN4 leadership
Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference
· RAN4 does not need to study requirements/tests for training
· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.
· RAN4 could evaluate feasibility of requirements/tests for LCM
· Progress of the discussion will depend on RAN1/2 progress on these procedures 
· FFS if requirements for data collection (in particular for training) could/need be defined
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models
· RAN4 to consider both models, discussion can continue in parallel.
Agreement:
· Dataset to be used for the device model training is left to implementation
· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation
Agreement:
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 
· This framework is not directly enforceable but should be considered for all the tests to be introduced
· This also applies to LCM tests, if they are defined.
Agreement:
· Terminology as given in R4-2305779 is agreed (included in the Annex) together with the following principles:
· If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.
· If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.
· If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminologies in Table 1 with the RAN1 agreed description.




In this contribution, we discuss two remaining FFS points from last meeting and some other general issues.
2	Discussion
2.1 Requirements for data collection
The procedure of data collection mainly relates to three blocks in AI/ML functionality, model training, model inference and performance monitoring. The accuracy and timeliness of collected data would largely affect the performance of AI/ML model. It is necessary to study whether existing measurements and corresponding requirements are sufficient or some new measurements and requirements needs to be defined for a specific use case. Thus, the requirements for data collection could be considered and discussed separately for each case.
Proposal 1: Requirements for data collection could be considered and discussed separately for each case.
2.2 Definition of “legacy performance”
To verify the performance gain of AI/ML model, it is natural to define a baseline performance for comparison. For the case(s) with existing legacy performance, the baseline shall be the legacy performance, i.e., the performance with AI/ML functionality disabled or without AI/ML functionality. One thing to note is that AI/ML model sometimes may be specifically trained and thus be well-fitted towards a particular condition, if obvious gain over legacy performance is observed under a particular test condition, adjustment to original test environment or definition of new test environment could be considered. Correspondingly, enhancements to legacy requirements under the adjusted or newly-defined test environment should also be considered.
Proposal 2: If obvious gain over legacy performance is observed by AI/ML under a specific test condition, adjustment to the original test environment or definition of new test environment could be considered. Correspondingly, enhancements to legacy requirements under the adjusted or newly-defined environment should also be considered.
Another concern on legacy performance is the generalization capability of an AI/ML model. Specifically, the AI/ML model meets the existing legacy performance under specific conditions may not be enough to prove that the model is able to work as well as legacy under elsewhere. In our think, on one hand, this relates to how RAN4 specify the tests for generalization. It is aiming to define a set of tests through which the performance of AI/ML could be verified to be sufficiently generalized and acceptable in real deployments. On the other hand, the procedure of LCM can also guarantee the performance of AI/ML model to be as well as legacy with timely monitoring and reaction.
Proposal 3: The impact of LCM procedure should be considered when defining the requirements and tests for generalization in RAN4.
2.3 Model and computational complexity
Model and computational complexity are two critical metrics for AI/ML in real deployment, which indicates how much resource consumes to run the model. Obtaining a potential performance gain with unacceptable cost would also be undesirable. The two metrics are characterized by number of model parameters (or model storage size) and FLOPs in RAN1 evaluation, respectively. For test cases defined in RAN4, it should consider to take model and computational complexity as KPIs. Certain limits on the model and computational complexity could also be specified for some cases.
Proposal 4: For test cases defined in RAN4, it should consider to take model and computational complexity as KPIs. Certain limits on the model and computational complexity could also be specified for some cases. Number of model parameters and FLOPs could be taken as starting point.
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Conclusion
In this contribution, remaining points on data collection and legacy performance are discussed with following proposals:
Proposal 1: Requirements for data collection could be considered and discussed separately for each case.
Proposal 2: If obvious gain over legacy performance is observed by AI/ML under a specific test condition, adjustment to the original test environment or definition of new test environment could be considered. Correspondingly, enhancements to legacy requirements under the adjusted or newly-defined environment should also be considered. 
Proposal 3: The impact of LCM procedure should be considered when defining the requirements and tests for generalization in RAN4.
Proposal 4: For test cases defined in RAN4, it should consider to take model and computational complexity as KPIs. Certain limits on the model and computational complexity could also be specified for some cases. Number of model parameters and FLOPs could be taken as starting point.
[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref174151459][bookmark: _Ref189809556]RAN4_106bis-e_Main_Session_report_v09_Apr_26_EoM

