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1 Introduction

This WF will capture the agreements for the discussion carried out in thread [106bis-e][137] FS_NR_AIML_air.
2 Agreements
2.1 General Issues and work plan

2.1.1 Work plan
Agreement:
· High level work plan is agreed as follows:

· During Q2 (RAN4 #106bis, RAN4#107), general issues of AI/ML are firstly discussed in a single thread. The main objective of this stage is to achieve comprehensive understanding and align companies’ views on these issues for next step. Moreover, use case(s) specific issues should also be studied.

· During Q3 (RAN4 #108), besides carrying on discussing unresolved general issues, use case specific discussion could be continued (in separate sessions depending on progress). At the end of Q2 (either RAN4 #107 or RANP #100) it could be further discussed how to proceed with the use case specific discussion in Q3 (how many threads/tracks will be used and in which RAN4 session).

· During Q4 (RAN4 #108bis, RAN4 #109), besides carrying on discussing unresolved general issues if necessary, continue use case specific discussion and try to draw a set of solutions for each use case, including recommendations towards normative work. Meanwhile, the work on drafting TR can start as soon as TR-impact has been identified.

· Discussion planning
· Further discuss how to organize Q3 discussion in RAN4#107 or RAN#100 depending on progress
· Use case specific could be handled in RRM and demod sessions, general issues can be handled in a general thread if not concluded

· A recommendation should be made in RAN4#107 whether to go to discussions in separate sessions

· The criteria to go to separate sessions is that, based on the outcome of RAN4#106bis and RAN4#107, distinct, non-overlapping use case specific issues are identified for discussion that can be handled efficiently in separate sessions and will not clash

· Default assumption is that Beam management and positioning would be handled in the RRM session, CSI reporting in the demod session

· Ultimate decision to be made by RAN4 leadership

2.1.2 RAN4 Scope and baseline performance
Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference

· RAN4 does not need to study requirements/tests for training

· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.

· RAN4 could evaluate feasibility of requirements/tests for LCM

· Progress of the discussion will depend on RAN1/2 progress on these procedures 

· FFS if requirements for data collection (in particular for training) could/need be defined

· Defining AI/ML requirements

· For the cases with the existing legacy performance 

· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods

· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance

· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 

· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models

· RAN4 to consider both models, discussion can continue in parallel.
2.1.3 Training dataset definition

Agreement:

· Dataset to be used for the device model training is left to implementation

· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation
2.1.4 High level testing framework
Agreement:

· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 

· This framework is not directly enforceable but should be considered for all the tests to be introduced

· This also applies to LCM tests, if they are defined.
2.1.5 Terminology
Agreement:

· Terminology as given in R4-2305779 is agreed (included in the Annex) together with the following principles:

· If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.

· If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.

· If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminologies in Table 1 with the RAN1 agreed description.

2.2 Specific issues related to use cases for AI/ML
2.2.1 Use cases and sub-use cases to be handled
Agreement:

· Following use cases and sub-use cases will be handled in RAN4:

· CSI feedback enhancement

· time domain CSI prediction

· spatial-frequency domain CSI compression

· Beam management

· Spatial-domain DL beam prediction

· Temporal DL beam prediction

· Positioning accuracy enhancements

· direct AI/ML positioning

· AI/ML assisted positioning

2.2.2 Core requirements for AI/ML
· Definition of RAN4 core requirements for the following procedures will be studied based on progress in RAN1/RAN2:

· Performance monitoring procedure, including performance evaluation and decision making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures

· FFS is any other aspects should be studied
2.2.3 KPIs/ Test Metrics for use cases
Following KPIs are to be considered in the RAN4 study for different use cases.
· KPIs/Test Metrics for CSI prediction and compression
· Throughput

· Other options could also be considered depending on work in other work groups For e.g., SGCS/NMSE and accuracy of CSI prediction, latency of CSI feedback/prediction
· KPIs/Test Metrics for beam management

· Beam prediction accuracy (absolute or relative)

· other KPIs could also be considered: e.g., link throughput, beam measurement accuracy, prediction confidence etc.
· KPIs/Test Metrics for positioning

· Measurement accuracy
· FFS whether latency can also be considered
· other KPIs could also be considered:

2.2.4 LCM Related requirements
Agreements:
· Following LCM related requirements are to be studied:

· Model/Functionality select/switch/activate/deactivate/fallback

· Model/Functionality monitoring

· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.

· Further study under LCM related tests, if they are defined.

· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed
2.2.5 Generalization/scalability of requirements/tests
· Further study whether it is needed/feasible to introduce some form of generalization and/or scalability related requirements for different scenarios/configurations based on RAN1 agreements
· Whether this can be implicitly handled in the test case definition should be considered

· Intention is to guarantee that performance will still be maintained in different environments/scenarios/configurations.
2.2.6 CSI testing baseline framework
· PMI reporting framework (follow PMI vs. random PMI test, use of γ as criteria, etc.) to be taken as starting point for CSI related tests
· Other KPI/framework is not precluded
2.3 Interoperability and Testing Aspects
2.3.1 Reference block diagrams for testing
Agreement: 

Reference block diagrams for 1-sided model and 2-sided model are to be further studied, 
· Logical block diagrams in R4-2305051 can be used as reference
· AI/ML model control in TE may not be applicable in specific use cases
· Further study, whether test dataset should be defined for each test

· DUT can be either UE or gNB

· “TE” may mean test equipment as used in conformance testing today, but if RAN4 requirements are used as part of model monitoring it may be more generic to refer to the testing methodology.
Companies are invited to bring further analysis on logical block diagrams for testing to improve the understanding of different test modules/functionalities to be discussed and defined by RAN4.
2.3.2 Online training procedures and testing
Study of tests for online training procedures are de-prioritized
· This can be re-visited if any online training procedure is introduced

2.3.3 2-sided framework
· RAN4 to study the following issues for the 2-sided model test framework
· Common assumptions for proposals of the reference decoder / encoder (and the paired encoder/ decoder) for tester
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection

· Data collection/generation for decoder evaluation, and the common assumptions/environment needed for data collection/generation
· How to minimize the impact of possible variations/differences in the reference decoder/ reference encoder design/implementation on UE/ gNB performance verification

· The impact of reference decoder/ encoder for testing complexity to UE/gNB performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.

· Other aspects are not precluded, companies are invited to bring contribution detailing any other aspects that should be considered

· FFS whether any reference for the encoder/ decoder needs to be considered given that the encoder/decoder performance is to be tested

· Take into account RAN1 discussions and conclusions on interoperability and training for 2-sided

· Reference Decoder for test implementation for 2-sided models in the UE performance tests
· Following options should be studied for the reference decoder for test implementation in the UE performance tests
· Option 1: reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained

· Option 2: reference decoder is provided by the vendor of the decoder so that the encoder and decoder are jointly designed and trained

· Option 3: The reference decoder(s) are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.

· Option 4: The reference decoder(s) are partially specified and captured in RAN4 spec.

· Option 5: Option 1, 2, 3 or 4 depending on the test
· Option 6: Test decoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs

· Reference decoder defined for the tester in the UE performance tests should not limit the implementation of different models at the network side

· Reference Encoder for test implementation for 2-sided models in the gNB performance tests

· Following options should be studied for the reference encoder for test implementation in the gNB performance tests

· Option 1: reference encoder is provided by the vendor of the decoder under test so that the encoder and decoder are jointly designed and trained

· Option 2: reference encoder is provided by the vendor of the encoder so that the encoder and decoder are jointly designed and trained

· Option 3: The reference encoders are fully specified and captured in RAN4 spec to ensure identical implementation across equipment vendors without additional training procedure needed.

· Option 4: The reference encoders are partially specified and captured in RAN4 spec.

· Option 5: Option 1, 2, 3 or 4 depending on the test

· Option 6: Test encoder is specified and captured in RAN4 and is provided by test environment vendor. The encoder and decoder can be jointly trained.
· Other options can be discussed depending on companies’ inputs

· Reference decoder defined for the tester in the gNB performance tests should not limit the implementation of different models at the UE side.Further discuss the difference between reference encoder/decoder and test encoder/decoder.

2.3.4 LCM related functional tests
· RAN4 to investigate how to define performance requirements/tests for the following candidate procedures:
· model/functionality monitoring

· model/functionality selection

· model/functionality activation/deactivation/switching/fallback

· FFS whether data collection should be considered
· FFS whether model update/transfer/delivery should be considered
2.3.5 Test dataset generation
Test dataset generation should be studied. Different generating methods can be used for different tests. The following candidate methods are to be considered or down-selected:
· Dataset based on TR 38.901, e.g. UMa channel, UMi channel, CDL channel, “legacy approach”, etc.
· “Legacy approach” refers legacy test in which a channel model is used 
· Field dataset (data collected directly from field measurements)
· TE generates dataset for test based on assumptions/parameters defined by RAN4 (e.g. by defining some rules/function to generate data)

· Other methods are not precluded

2.3.6 Interoperability aspects
RAN4 will further study interoperability aspects and how they are related to RAN4 aspects. The table in R4-2305199 can be taken as reference. Interested companies are invited to bring analysis on different issues such as relationship/need to consider interoperability and different network-UE collaboration levels.
3 Annex 
Table 1. Terminologies agreed in RAN1 and to be used for RAN4 discussion on use of AI/ML for CSI feedback enhancements, beam management, and positioning accuracy enhancements.
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model parameter update
	Process of updating the model parameters of a model.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model update
	Process of updating the model parameters and/or model structure of a model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference.

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Lifecycle management (LCM)
	LCM refers to the process of developing, deploying and maintaining AI models.

	Model activation
	Enable an AI/ML model for a specific function.

	Model deactivation
	Disable an AI/ML model for a specific function.

	Model download
	Model transfer from the network to UE.

	Model generalization
	Using one model that is generalizable to different scenarios/configurations/sites.

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE.
Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model.

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function.

	Model upload
	Model transfer from UE to the network.

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model.

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model.

	Online field data
	The data collected from field and used for online training of the AI/ML model.

	Online training
	An AI/ML training process where the model being used for inference is (typically continuously) trained in (near) real-time with the arrival of new training samples. 

Note: the notion of (near) real-time vs. non-real-time is context-dependent and is relative to the inference time-scale.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.

Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a. reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data.

	Supervised learning
	A process of training a model from input and its corresponding labels.

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e., the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE AI/ML capability
	UE capability to support AI/ML models for CSI enhancements, beam management, and positioning accuracy enhancements.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE.

	Unsupervised learning
	A process of training a model without labelled data.


