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1. Introduction
This document analyses:
· the UE and SAN system parameter requirements for NB-IoT/eMTC via NTN
· the question of coexistence verification for IoT NTN vs TN
2. System parameters for NB-IoT/eMTC for satellite access
It should first be noted that the scope of the work item (see WID in [1]) is limited to cat-M1 UEs and cat-NB1/NB2 UEs, and to specific frequency bands. The proposal in this section adheres to that scope.
2.1 Operating band aspects
We propose to follow the NR NTN band numbering/indexing approach for IoT NTN bands, as shown below, with the frequency bands captured that are the focus of the WID, and numbers decrementing from 256 for each band. This number range is covered by existing RRC signalling for both NB-IoT and cat-M1 UEs.
Table 5.2-1 E-UTRA operating bands for satellite access
	E‑UTRA Operating Band
	Uplink (UL) operating band
BS receive
UE transmit
	Downlink (DL) operating band
BS transmit 
UE receive
	Duplex Mode

	
	FUL_low   –  FUL_high
	FDL_low  –  FDL_high
	

	256
	1980 MHz
	–
	2010 MHz
	2170 MHz
	–
	2200 MHz
	FDD

	255
	1626.5 MHz
	–
	1660.5 MHz
	1525 MHz
	–
	1559 MHz
	FDD

	


Proposal 1: For both NB-IoT and Cat-M1, agree the proposed frequency band numbering/indexing approach as for NR NTN with band numbers decrementing, but without “n” prefixing the bands, so bands “256”, “255” for the two bands to be defined in this WI.
2.2	Channel bandwidth related aspects
For NB-IoT, it is proposed to reuse the existing requirements from 36.101 for NB-IoT for channel bandwidth, transmission bandwidth configuration for 15kHz and 3.75kHz SCS, and minimum guard band. 
For Cat-M1, as the Cat-M1 UE is limited to support 1.4MHz channel bandwidth, it is proposed to define only the 1.4MHz channel bandwidth for Cat-M1 operating NTN, with corresponding transmission bandwidth configuration and minimum guardband all as defined in 36.101. It should also be noted that the work item focussed on standalone operation, and non-cat-M1 UEs are not covered by the WID, so we see no value in defining other bandwidths from the SAN side or UE side.
Proposal 2:
· For NB-IoT, re-use existing requirements from 36.101 for UE channel bandwidth, transmission bandwidth configurations for 15kHz and 3.75kHz SCS, and minimum guardband. 
· For Cat-M1, define only 1.4MHz UE channel bandwidth, with corresponding transmission bandwidth configuration and minimum guardband as defined in 36.101. See no value of a different approach for SAN.
2.3	Channel arrangement
2.3.1	Channel spacing
It is proposed to re-use existing 36.101 Channel Spacing requirements for cat-M1 and NB-IoT UEs.
Proposal 3: Reuse 36.101 and 36.104 requirements on Channel Spacing for Cat-M1 and NB-IoT.
2.3.2	Channel raster, carrier frequency and EARFCN
Regarding Channel Raster, Carrier Frequency, and EARFCN, in 36.101, the requirements are structured slightly differently to NR, due to simplified requirements such as 1) Channel raster always being 100kHz, and 2) No difference between synchronization and channel raster. 
For IoT NTN (for eMTC and NB-IoT), RAN1 has discussed the potential for doppler shift in a LEO environment to cause difficulties for the UE to synchronise to the correct EARFCN for idle mode cell selection. As a result and outcome of the discussion in RAN1, RAN4 received an LS in [2] from RAN1 to indicate that, a 200kHz channel raster should be defined, but if not deemed feasible by RAN4 for a particular frequency band, a 100kHz raster may be applied (where RAN2 has defined MIB broadcast signalling to assist the UE in synchronizing to the cell in that case).
In a GEO (or MEO) environment, the doppler issue causing the ambiguity of the EARFCN would not exist, so such assistance for 100kHz channel raster may not be necessary, but before the UE has synchronized to the cell and received SIBs it does not necessarily know which type of NTN constellation is used. 
Proposal 4: We would therefore appreciate feedback from other companies on whether there are any issues foreseen with adopting a 200kHz channel raster for the b255 and b256 bands covered by the work item.
If terms of specification drafting, if both 100kHz and 200kHz channel rasters were defined in RAN4 specs, it would make sense to merge the Channel Raster and Carrier Frequency and EARFCN sub-clauses (from TS36.101) into a single clause.
Proposal 5: If RAN4 ends up specifying both 200kHz and 100kHz channel rasters, a merger of the equivalent clauses on “Channel Raster”, and “Carrier Frequency and EARFCN” from 36.101 into a single clause for 36.102 (similar approach to NR NTN) should be considered. 
Regarding EARFCN ranges, for compatibility with existing 36.331, the EARFCN range needs to be within the existing range of 0-262143. In 36.101, each frequency band has a unique channel numbering, which uniquely defines the carrier frequency and seems needed for inter-frequency handover measurements for Cat-M1 UE. It may confuse the UE if the same EARFCN was used for both TN and NTN but in mapped to different carrier frequencies (although reuse of b24 and b65 channels for b255 and b256 respectively may not cause a problem. However, it may be cleaner to use only unused channel numbers from 36.101 for bands defined in 36.102. 
Proposal 5: EARFCNs shall be in the existing range of 0-262143, and it seems beneficial to avoid reusing EARFCNs already allocated to frequency bands in 36.101 to avoid any potential compatibility issues.  
2.3.3	Tx-Rx separation
It is proposed to follow the existing requirements approach as in 36.101 for Cat-M1 and NB-IoT. It is also proposed to use the default separation values applied to n255 and n256. 
Proposal 6: Use the existing Tx-Rx separation approach from 36.101 for cat-M1 and NB-IoT and apply the values from NR NTN for b255 and b256.
NOTE: An example of how all of the above proposals could look in 36.102 are provided in Annex B of this document.
1. Coexistence verification for IoT NTN vs TN
One of the objectives of the WID in [1] is to verify coexistence for IoT NTN vs TN (adjacent channel) to ensure that there are no issues. One of the main points of concern would likely be the impact to TN from IoT NTN. To support that effort, we have provided some background analysis and also performed system level simulations of the following scenario: NB-IoT NTN vs. NR TN (both non-AAS and AAS).
Background analysis
The NB-IoT UE SEM from 36.101 provides an equivalent ACLR over most relevant victim NR channel bandwidths as shown below, calculated by integrating the SEM. These values can be used as a reference as part of any system-level analysis.
	NR channel bandwidths
	Equivalent ACLR

	10MHz
	38.8dB/9.36MHz

	15MHz
	38.5dB/14.22MHz

	20MHz
	38.0dB/19.08MHz


This shows that compared to NR there is equivalent of 8dB improvement in ACLR. It should also be noted that from 1.7MHz from the channel edge, the mask is already in the spurious domain.
Another difference from NB-IoT to NR is that more UEs can be FDM’d into a single RB using single tone transmission (12 UEs for 15kHz SCS, and 48 UEs for 3.75kHz SCS). Such differences from NR need to be considered.
For Cat-M1, the support of a 3-subcarrier UE uplink transmission is specified. Therefore, 4 UEs may be FDM’s into a single resource block.
System level analysis
We used the NR NTN simulation parameters and cases/scenarios (from TR38.863) as a baseline appropriately modified to model the NB-IoT NTN system (using also relevant assumptions from TR36.802). The full set of simulation parameters are provided in Annex A of this document, with the differences vs 38.863 highlighted in yellow. The key aspects are also summarized below:
1) SAN transmit power is scaled down according to the smaller IoT NTN system bandwidth (1RB and 6RBs).
2) NB-IoT NTN SAN and UE radio configuration is aligned to TR36.802 configurations, but the number of UEs in the system is reduced by 25%, so 75% of frequency resources used. This is approx. equivalent to a 5MHz NR NTN channel with 9 active UEs (72%) in the NR NTN simulations (for NR NTN in 20MHz, it would be 17% or 34% with 15kHz or 30kHz SCS respectively). 
3) We modelled 15kHz and 3.75kHz SCS, with 3.75kHz SCS being the worst case in terms of UL power spectral density in the NB-IoT channel. 
4) Transmit power for all NTN UEs is fixed at 23dBm (simplified) for nAAS, but UL TPC is modelled for AAS case.
5) ACLR and ACS modelling is flat for NB-IoT NTN, with ACIR calculated on average across the wideband NR channel. 
6) Metrics: SINR <1dB loss is set as threshold for NB-IoT NTN as victim, and 5% throughput loss for NR TN victim.
7) Other parameters have been reused from NR NTN simulations. 
A summary of the initial results is provided below in Figure 1.  We welcome further discussion and review on these results and assumptions.





Figure 1: Initial system simulation results summary for NB-IoT NTN
[image: ]

3. Proposal
The following is proposed regarding System Parameters:
Proposal 1: For both NB-IoT and Cat-M1, agree the proposed frequency band numbering/indexing approach as for NR NTN with band numbers decrementing, but without “n” prefixing the bands, so bands “256”, “255” for the two bands to be defined in this WI.
Proposal 2:
For NB-IoT, re-use existing requirements from 36.101 for UE channel bandwidth, transmission bandwidth configurations for 15kHz and 3.75kHz SCS, and minimum guardband. 
For Cat-M1, define only 1.4MHz UE channel bandwidth, and corresponding transmission bandwidth configuration and minimum guardband all as defined in 36.101. 
Proposal 3: Reuse 36.101 requirements on Channel Spacing for Cat-M1 and NB-IoT.
Proposal 4: Adopt a specification framework that includes both 100kHz and 200kHz channel rasters, with actual used raster defined on a per-band basis. As a result, merge the equivalent clauses on “Channel Raster”, and “Carrier Frequency and EARFCN” from 36.101 into a single clause for 36.102 (similar approach to NR NTN). Operator feedback is requested on whether the 100kHz or 200kHz channel raster is preferred for each band.
Proposal 5: EARFCNs shall be in the existing range of 0-262143, and it seems beneficial to avoid reusing EARFCNs already allocated to frequency bands in 36.101 to avoid any potential compatibility issues.  
Proposal 6: Use the existing Tx-Rx separation approach from 36.101 for cat-M1 and NB-IoT and apply the values from NR NTN for b255 and b256.
The following is proposed regarding Coexistence Verification:
Proposal 7: We propose the analysis and simulation results in this document as proof of the verification of coexistence between NB-IoT NTN and TN and propose that ACLR and ACS values from 36.101 can be reused for the NTN UE.
Proposal 8: If companies feel that further system-level analyses are needed, we propose the system parameters and methodology in Annex A as a basis for that, and we can consider how to narrow down to reduce effort.
4. References
[1] 		RP-221556, WID on NB-IoT/eMTC core & performance requirements for NTN
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5. Annex A: System simulation assumptions NB-IoT NTN vs NR TN
Scenarios
Table 6.1-1 Scenarios for NTN /TN co-existence
	[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]FR1: 2GHz
	NTN: NB-IoT NTN / Cat-M1 NTN 1,2

	
	Set 1

	
	GEO
	LEO 600km
	LEO 1200km

	TN: NR
	Rural
	X
	X
	X

	
	Urban macro
	X
	X
	X

	Note 1:	Earth Fixed beam has been considered for co-existence studies. 
Note 2:	Set 1 satellite antenna has been used as the starting point for co-existence studies.




The aggressor and victim combination is listed in Table 6.1-2.
Table 6.1-2 Aggressor and victim 
	[bookmark: OLE_LINK6]No.
	Combination
	Aggressor
	Victim
	Notes

	1
	TN with NTN
	TN DL
	NTN DL
	Applicable for satellite operating in e.g. S-band, for e.g. coexistence with n1 FDD.

	2
	TN with NTN
	TN UL
	NTN UL
	Applicable for satellite operating in e.g. S-band, for e.g. coexistence with n1 FDD.

	3
	TN with NTN
	NTN DL
	TN DL
	Applicable for satellite operating in e.g. S-band, for e.g. coexistence with n1 FDD.

	4
	TN with NTN
	NTN UL
	TN UL
	Applicable for satellite operating in e.g. S-band, for e.g. coexistence with n1 FDD.

	5
	TN with NTN
	NTN UL
	TN DL
	Applicable for satellite operating in S-band, for e.g. coexistence with n34 TDD. 

	6
	TN with NTN
	TN DL
	NTN UL
	Applicable for satellite operating in S-band, for e.g. coexistence with n34 TDD. 



The frequency and bandwidth are listed in table 6.1-3.
Table 6.1-3.  Proposed frequency and bandwidth for co-existence study
	
	Frequency
	Bandwidth
	Duplex mode
	Frequency reuse factor

	TN Rural
	2 GHz
	20MHz
	FDD, TDD
	1

	TN Urban macro
	2 GHz
	20MHz
	FDD, TDD
	1

	GEO
	2 GHz
	0.18MHz NB-IoT
1.4MHz eMTC (Cat-M1)
	FDD
	1

	LEO
	2 GHz
	0.18MHz NB-IoT
1.4MHz eMTC (Cat-M1)
	FDD
	1

	



Simulation Assumptions
Network layout
Cellular cell structure is considered for both NTN and TN network layout.
Referring to TR 38.811[5] Section 6.3 and Annex A, a 3D global coordinate system is considered (Earth-Centred Earth Fixed) for simulating NTN beams direction and location on the earth surface. It means the NTN beam location, TN randomly dropping location are generated with a set of three parameters (x,y,z).
Deployment of NTN and TN cells and UEs for co-existence study is listed in Table 6.2.1.1-1. 
Note:	The NTN UE(s) shall be dropped at the edge of the “central 57 cells (cluster)”. For Case 1 (Urban scenario), an Isolation distance of 1500m as 2*ISD is considered to reflect the NTN-TN selection algorithm at the border, assuming TN connection will always be prioritized over NTN. 
As defined in Figure 6.2.1.1-1, isolation distance is the distance between the blue-dotted line which represents TN cell border and the red line. No UEs deployed in the isolation region is assumed to reduce the calculation complexity.
[image: http://kr5.samsung.net/mail/rest/v1/files/image/download/image003.png?1=1&filepath=/LOCAL/ML/CACHE/image/b/20211110/110_146_image003.png@01D7D645.07D2EC30_0_binhan&user=binhan&partno=0&folderId=110&seqid=146&contentType=image%2Fpng]
Figure 6.2.1.1-1 Isolation distance for Case 1
Table 6.2.1.1-1	Network and UE deployment
	No.
	Combination
	Aggressor
	Victim
	Which NTN cell/UE to observe? 
	Which TN/UE to observe?
	Which TN cells in a TN to observe?

	1
	TN with NTN
	TN DL
	NTN DL
	NTN cell:
Observe NTN central beam for SINR, 6 adjacent beams for inter-beam interference.

NTN UE:
NTN UEs dropped at the edge of TN clusters
	One cluster with 19 TN sites (57 sectors/cells) randomly placed in the central NTN beam
	All active TN clusters which has the NTN UE(s) at its edge.

Isolation distance of 1.5km has been modelled

	2
	TN with NTN
	TN UL
	NTN UL
	NTN cell:
Observe NTN central beam for SINR, 6 adjacent beams for inter-beam interference.

NTN UE:
NTN UEs dropped at the edge of TN clusters
	Consider an active rate of 20% for Rural and Urban of TN.
	All active TN cells in central NTN beam

	3
	TN with NTN
	NTN DL
	TN DL
	NTN cell:
Nadir point.

NTN UE:
NTN UEs dropped outside or at the edge of TN clusters
	TN clusters randomly placed in this NTN beam
	All in central NTN beam

	
	
	
	
	NTN cell:
NTN cell with satellite at low elevation (45° for GEO and LEO，Interested companies can bring analysis and results for other values)

NTN UE:
NTN UEs dropped outside or at the edge of TN clusters
	TN clusters randomly placed in this NTN beam
	

	4
	TN with NTN
	NTN UL
	TN UL
	NTN cell:
Nadir point.

NTN UE:
NTN UEs dropped at the edge of TN clusters
	TN randomly placed in this NTN beam
	[bookmark: _Hlk108605608]Option 1: All active TN clusters which has the NTN UE(s) at its edge.


	5
	TN with NTN
	NTN UL
	TN DL
	NTN cell: 
Nadir point

NTN UE:
NTN UEs dropped at the edge of TN clusters
	TN clusters randomly placed in this NTN beam
	All active TN clusters which has the NTN UE(s) at its edge

	
	
	
	
	NTN cell:
NTN cell with satellite at low elevation (45° for GEO and LEO

NTN UE:
NTN UEs dropped at the edge of TN clusters
	TN clusters randomly placed in this NTN beam
	All active TN clusters which has the NTN UE(s) at its edge.

	6
	TN with NTN
	TN DL
	NTN UL
	NTN cell:
Observe NTN central beam for SINR, 6 adjacent beams for inter-beam interference.

NTN cell with satellite at low elevation to be further investigated.

NTN UE:
NTN UEs dropped outside or at the edge of TN clusters
	Consider the active rate of 20% for Rural and Urban of TN.
The Urban TN deployment for GEO in Case 6 is a mixture of urban and rural TN deployment. A representative percentage of urban TN could be considered for further study.
	All active TN cells in central NTN beam
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Two sets of satellite parameters are listed in Table 6.2.2.1-2 and Table 6.2.2.1-3.
The satellite max Tx power can be calculated by the equation as below:

Table 6.2.2.1-1 NRB configuration per BandWidth size and SCS
	NTN Technology
	Configuration FR1 S-band
	NRB (Subcarriers)

	NB-IoT
	SCS 15 kHz
	1 (12)

	
	SCS 3.75 kHz
	1 (48)

	eMTC (Cat-M1)
	SCS 15kHz
	6 (72)



Table 6.2.2.1-2 Set-1 satellite parameters for co-existence study
	Satellite orbit
	GEO
	LEO-600

	Satellite altitude
	35786 km
	600 km

	Payload characteristics for DL transmissions

	Satellite EIRP density
	2GHz
	59 dBW/MHz
	34 dBW/MHz

	Satellite max TX power in dBm
	BW (MHz)
	
	0.18 (NB-IoT)
	1.4 (eMTC)
	0.18 (NB-IoT)
	1.4 (eMTC)

	
	SCS 15kHz
	
	30.55
	38.33
	26.55
	34.33

	
	SCS 3.75kHz
	
	30.55
	N/A
	26.55
	N/A

	Satellite Tx max Gain
	
	51 dBi
	30 dBi

	3dB beamwidth or HPBW (Half-Power BandWidth) of main central beam
	
	0.4011 deg
	4.4127 deg

	ABS (Adjacent Beam Spacing) of adjacent beams from the central beam
	
	0.3474 deg
	3.8206 deg

	Satellite beam diameter
	
	250 km
	50 km

	Payload characteristics for UL transmissions

	[bookmark: OLE_LINK62]G/T
	2 GHz
	19 dB K-1
	1.1 dB K-1

	Satellite Rx max Gain
	
	51 dBi
	30 dBi



[bookmark: OLE_LINK1]Table 6.2.2.1-4 Other parameters for NTN
	Parameters
	NB-IoT NTN
	eMTC (Cat-M1) NTN
	Remark

	Carrier frequency
	2GHz
	2GHz
	

	The number of active UE (UL) for GEO and LEO1
(Assumes 75% of NTN UEs at TN edge. Reference: NR NTN, 9 x 2RBs/24 RBs in 10MHz CBW)
	9 for 15kHz SCS
36 for 3.75kHz SCS
(1 subcarrier per UE)
	18 UEs
(3 subcarriers per UE)
	

	The number of active UE (DL) 
	1
	1
	Same with TN

	Traffic model
	Full buffer
	Full buffer
	

	DL power control
	NO
	NO
	

	UL power control
	NO
	NO
	

	NTN satellite Noise figure in dB
	See Table 6.2.2.2-1
	See Table 6.2.2.2-1
	

	Handover margin
	N/A
	3dB
	

	Cell reselection margin
	3dB
	N/A
	

	Note 1:	UEs are equally split inside the channel bandwidth into ACIR 3 regions. Scheduled PRB position for UE1 per satellite beam (below only 1 beam is shown per configuration) should be also fully aligned to simulate the worst case for co-channel interference and this is also aligned with full buffer case.






Table 6.2.2.1-5 NTN satellite Noise figure in dB
	Satellite
	GEO
	LEO 600

	G/T (dB K-1)
	19
	1.1

	G_Rx (dBi)
	51
	30

	NF (dB)
	7.4
	4.3
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NTN UE parameters are given in Table 6.2.2.2-1
Table 6.2.2.2-1 NTN UE characteristics for system level simulations
	Characteristics
	IoT device

	Frequency band
	S band (i.e. 2 GHz)

	Antenna type and configuration
	(1, 1, 1) with omni-directional antenna element

	Polarisation
	N/A

	Rx Antenna gain 
	0 dBi

	Antenna temperature
	290 K

	Noise figure
	9 dB

	Tx transmit power
	200 mW (23 dBm)

	Tx antenna gain
	0 dBi



TN parameters
TN parameters for co-existence study are given in Table 6.2.2.4-1, 6.2.2.4-2 and 6.2.2.4-3.
Table 6.2.2.4-1 Simulation assumptions of TN respectively based on NB-IoT and NR
	
	NB-IoT
standalone
	NR

	Carrier frequency in GHz
	 2
	2

	Size of each nominal channel BW in MHz
	0.2
	20

	Transmission bandwidth in MHz
	0.18
	N/A

	Environment
	Urban macro
Rural
	Deployment scenario related, check Table 2.3-6.

	Network layout
	19-sites [57 sectors] with wrap-around
	19-sites 57 sectors with wrap-around

	Inter-site distance in meter
	500 for 2GHz band for UMA
TBD For Rural
	Deployment scenario related, see Table 2.3-6

	System loading and activity
	Full buffer 100%
	See Table 6.2.1.1-1

	Network location
	TBD
	See Table 6.2.1.1-1

	DL subcarrier spacing
	15kHz
	15kHz

	UL
	See RP-152284[7]
	OFDMA

	DL power control
	No
	No

	UL power control
	TR 36.942[8] section 5.1.1.6 (set 1) by bandwidth scale, target SNR at BS is 15 dB
	TR 36.942[8]

	Frequency reuse
	1
	1

	Number of scheduled UE per cell (DL)
	1
	1

	Number of scheduled UE per cell (UL)
	3 for multi-tone (60kHz per UE), 
12 for 15kHz single-tone, 
48 for 3.75kHz single-tone
	3

	UE antenna height in meter
	1.5
	1.5m

	UE TX power in dBm
	-40 to 23
	-40 to 23

	UE antenna gain in dBi
	0
	0

	Building penetration loss
	TR 45.820[9] Annex D.1 
	In pathloss model, TR 38.901[10]

	Cell selection margin in dB
	3
	3

	BS-MS min distance in meters
	35
	35

	BS noise figure in dB
	5
	5

	UE noise figure in dB
	9
	9

	BS-UE path-loss model
	TR 36.942[8] macro urban
	TR 38.901[10]

	Standard deviation of BS-UE log-normal shadow fading in dB
	10
	Deployment scenario related, referring to TR 38.901[10]

	Shadowing correlation
	Inter-cell 0.5 
Intra-cell 1
	Inter-cell 0.5 
Intra-cell 1

	Link-level performance model
	
	See Section 2.9
Throughtput-SINR mapping

	UE distribution
	
	Uniform

	Evaluation metrics
	SINR vs ACS (as victim)
	See Section 2.9 
Throughtput or SNR loss criteria



Table 6.2.2.4-2 Deployment-related parameters of TN (2 GHz)
	
	Urban Macro
	Rural Macro
	Remarks

	ISD in meters
	750
	7500
	ITU-R Report M.2292[11]

	BS Antenna height in meters
	25
	30
	

	UE Outdoor/indoor
	100% Outdoor
	

	UE height in meter
	1.5
	1.5
	RP-200559 [12] 3GPP LS to ITU-R WP5D 
and
ITU-R WP5D
[IMT_Parameters] [13]



Table 6.2.2.4-3 ACLR/ACS for TN (2GHz)
	
	NR
	NB-IOT

	BS
	ACLR
	45 dB
	40 dB

	
	ACS
	46 dB
	46 dB

	UE
	ACLR
	30dB (ACLR1)
43dB (ACLR2)
	37

	
	ACS
	33
	28



Antenna and beamforming pattern modelling
[bookmark: _Toc87889248][bookmark: _Toc94170349][bookmark: _Toc97753922]Satellite and UE Antenna and beam forming pattern modelling
Satellite and UE Antenna and beam forming pattern modelling of satellite could be referred to section 6.4.1 in TR 38.811[5].
The following normalized antenna gain pattern, corresponding to a typical reflector antenna with a circular aperture, is considered.
1                
        
where:			J1(x) is the Bessel function of the first kind and first order with argument;

x,  is the radius of the antenna's circular aperture;
k = 2f/c is the wave number;
f is the frequency of operation;
c is the speed of light in a vacuum and  is the angle measured from the bore sight of the antenna's main beam. 
Note that ka equals to the number of wavelengths on the circumference of the aperture and is independent of the operating frequency.
The antenna patterns for LEO 600km, 1200km and GEO are shown in Figure 6.2.3.1-1 and 6.2.3.1-2. 
[image: ]
Figure 6.2.3.1-1:  Antenna pattern for LEO 600KM and 1200KM (4.4127 deg for 3dB beamwidth)
[image: ]
Figure 6.2.3.1-2 Antenna pattern for antenna aperture of GEO (0.4011 deg for 3dB beamwidth)
The beam layout definition for a single satellite simulation in S-Band is defined in Table 6.2.3.1-1.
Table 6.2.3.1-1: Beam layout definition for single satellite simulation
	Beam layout definition
	Baseline: Hexagonal mapping of the beam bore sight directions on UV plane defined in the satellite reference frame.
Only the 3dB beam width parameters should be used. The beam diameter and beam spacing values can be computed directly from the 3 dB beam width assumptions and should be considered as informative. 

	Number of beams
	Baseline: 7-beam layout (i.e. 6 co-frequency beams surrounding the central beam)

	UV plane illustration (extracted from [19])
	[image: ]

	UV plane convention
	U axis is defined as the perpendicular line to the satellite-earth line on the orbital plane as illustrated here after:
[image: ]
The straight line being orthogonal to UV plane is pointing towards the Earth centre.
UV coordinates of the nadir of the reference satellite is (0,0)

	Adjacent beam spacing on UV plane
	Baseline: Adjacent beam spacing computation based on 3dB beam width of the satellite antenna pattern:
ABS[rad] = sqrt(3) x sin(HPBW[degrees]/2) or ABS[rad] = sqrt(3) x sinr(HPBW[rad]/2)
with ABS [degree]=180/pi x ABS[rad] and 
with HPBW the Half-Power BandWidth of the main lobe from the satellite antenna pattern.

	Central beam bore sight direction definition
	Baseline: 
Case 1: Central beam center is considered at nadir point
Case 2: 45° for GEO and LEO

	
	Option 1: FRF=1
[image: ]

	UEs outdoor/indoor distribution
	100% outdoor distribution for UEs

	UE distribution
	The cell area associated to a given beam is defined as the Voronoi cell associated with the corresponding beam centers.

	UE configuration
	S-band: IoT device

	UE orientation
	Omnidirectional

	UE attachment
	RSRP

	NOTE 1: 	Typical impairment values (additional frequency error, SNR loss) due to the feeder link except for delay can be considered to be negligible. When available, specific values can be considered in the evaluation and should be reported.
NOTE 2: 	For the calibration purpose, the ionospheric scintillation loss shall be considered equal to zero (i.e., the UEs are located between 20 and 60 degrees of latitude).



[bookmark: _Toc87889249][bookmark: _Toc94170350][bookmark: _Toc97753923]6.2.3.2	TN BS and UE antenna and beam forming pattern modelling
For AAS antenna, it refers to the pattern in TR 38.921[14] .
Table 6.2.3.2-1 AAS antenna parameters for 2GHz
	
	
	Rural
	Macro urban

	1
	Base Station Antenna Characteristics

	1.1
	Antenna pattern
	TR 38.921[14]

	1.2
	Element gain (dBi) (Note 2)
	7.1
	6.4

	1.3
	Horizontal/vertical 3 dB beam width of single element (degree) 
	90º for H
54º for V
	90º for H
65º for V

	1.4
	Horizontal/vertical front‑to‑back ratio (dB)
	30 for both H/V
	30 for both H/V

	1.5
	Antenna polarization 
	Linear ±45º
	Linear ±45º

	1.6
	Antenna array configuration (Row × Column) 
(Note 4)
	8 × 8 elements
	8 × 8 elements

	1.7
	Horizontal/Vertical radiating element spacing 
	0.5 of wavelength for H, 0.9 of wavelength for V
	0.5 of wavelength for H, 0.7 of wavelength for V

	1.8
	Array Ohmic loss (dB) (Note 2)
	2
	2

	1.9
	Conducted power (before Ohmic loss) per antenna element (dBm) (Note 3) 
	25
	25

	1.10
	Base station maximum coverage angle in the horizontal plane (degrees)
	120
	120

	1.11
	Base station vertical coverage range (degrees) (Note 1)
	90-100
	90-120

	1.12
	Mechanical downtilt (degrees)
	3
	10



For non-AAS antenna, the parameters in Table 6.2.3.2-1 are used for 2GHz BS antenna pattern in the NTN system simulation. 
Table 6.2.3.2-1 FR1 BS Non-AAS antenna pattern for 2GHz
	 Parameter for BS
	Values

	Antenna vertical radiation pattern (dB)
	

	Antenna horizontal radiation pattern (dB)
	


	Combining method for 3D antenna pattern (dB)
	

	Maximum directional gain of an antenna GE,max
	17 dBi 

	Conducted power
	46 dBm

	Mechanical downtilt in degrees
	Rural
	3

	
	Urban
	10


[bookmark: _Toc518937161][bookmark: _Toc46233020]
Only Non-AAS antenna can be used for NB-IoT TN.
For UE antennas, an omni-directional radiation pattern with antenna gain 0dBi is assumed.
ACIR model
For NR TN, ACLR modelling for co-existence study referring to clause 5.1.1.4.1 and 5.1.1.4.2 in TR 36.942[8] is used as baseline. The number of RBs refers to Table 6.2.2.1-4 and Table 6.2.2.4-1 respectively.
For NB-IoT NTN, ACLR modelling shall be flat across the adjacent 19.08 MHz of utilized spectrum within the 20MHz NR channel. The NB-IoT ACS assumed to be flat (pessimistic). See example below for 9 UEs for ACLR.
[image: ]
For eMTC NTN, the ACLR modelling is FFS
Additional information on ACLR and ACS is shown as follows,
•	Definition and assumption
•	NR ACLR and ACS are analysed for its own bandwidth size
•	NB-IoT ACIR analysed for victim NR bandwidth size
•	Attenuations are flat in the adjacent 20 MHz


[bookmark: _Toc87889252][bookmark: _Toc94170353][bookmark: _Toc97753926]Propagation model
[bookmark: _Toc87889253][bookmark: _Toc94170354][bookmark: _Toc97753927]Propagation model between NTN and UE
Propagation model between NTN and UE could be referred to section 6.6 in TR 38.811[5].
[bookmark: _Toc87889254][bookmark: _Toc94170355][bookmark: _Toc97753928]Propagation model between TN BS and UE
Propagation model between TN BS and UE could be referred to section 7.4 in TR 38.901[10].
[bookmark: _Toc87889255][bookmark: _Toc94170356][bookmark: _Toc97753929]Propagation model between NTN BS and TN BS
Propagation model between NTN BS and TN BS should reference to TS 38.811[5] which is used for DL-UL cross link interference for S band.

[bookmark: _Toc87889257][bookmark: _Toc94170358][bookmark: _Toc97753931][bookmark: _Toc494384421][bookmark: _Toc79091615]Transmission power control model
[bookmark: _Toc87889258][bookmark: _Toc94170359][bookmark: _Toc97753932]TN UL Transmit Power Control
For uplink scenario, TPC model specified in Section 9.1 TR 36.942[8] is applied for TN with following parameters.


where: Pmax = 23dBm, Rmin = TBD dB, CLx-ile and γ are set as following:
-	CLx-ile = 88 + 10*log10 (200/X) + 11 – Y, 
where X is UL transmission BW (MHz) and Y is the BS noise figure
-	γ = 1For uplink scenario, 
[bookmark: _Toc87889259][bookmark: _Toc94170360][bookmark: _Toc97753933]NTN UL Transmit Power Control
For NB-IoT NTN and eMTC NTN we assumed:
· GEO and LEO: No TPC, power fixed at 23dBm for nAAS. For AAS we assumed UL TPC as defined in 36.802 for NB-IoT.
[bookmark: _Toc87889260][bookmark: _Toc94170361][bookmark: _Toc97753934]NTN DL TPC
For downlink scenario, no power control scheme is applied.

[bookmark: _Toc87889261][bookmark: _Toc94170362][bookmark: _Toc97753937]Received power model
The received power in downlink and uplink scenarios is defined as below:
RX_PWR = TX_PWR – Path loss + G_TX + G_RX
where:			RX_PWR is the received power
TX_PWR is the transmitted power
G_TX is the transmitter antenna gain (directional array gain)
G_RX is the receiver antenna gain (directional array gain).
[bookmark: _Toc87889262][bookmark: _Toc94170363][bookmark: _Toc97753938]Performance metric
For NR TN, the average throughput loss and 5%-ile throughput loss should be less than 5%.
For NB-IOT TN, the SINR loss should refer to TR 36.802, i.e. no greater than 1dB.
For NB-IOT NTN, the SINR loss should refer to TR 36.802 (i.e. no greater than 1dB).
For Cat-M1 NTN, the average throughput loss and 5%-ile throughput loss should be less than 5%.
[bookmark: _Toc87889263][bookmark: _Toc94170364][bookmark: _Toc97753939]Throughput ~ SNR mapping for NR TN
Adopt Section 5.2.7 of TR 38.803[20] as the SINR-Throughput performance metrics
[bookmark: _Toc87889264][bookmark: _Toc94170365][bookmark: _Toc97753940]Co-existence simulation methodology
[bookmark: _Toc97753941]Simulation procedure
Adopt following simulation steps. 
-	Step 1: Generate aggressor and victim networks. 
-	NTN central beam is at satellite nadir, surrounded with 6 co-frequency beams. Assume one NTN aggressor as default.
-	Deployment of TN network (19 sites (57 sectors/cells) with wraparound) refers to Table 6.2.1.1-1
-	Step2: UE associations
-	TN UE are generated randomly inside the TN network, make sure enough TN UEs are associated to each TN sectors based on coupling loss. 
-	Deployment of NTN UE refers to Table 6.2.1.1-1.
-	Step 3: Once association is done, round robin scheduling is used. BF weights are adjusted to point to the LOS direction between BS-UE. This is done for both victim and aggressor networks.
Step 4/5/6 for NR TN or LTE Cat-M1 NTN as victim: 
· Step 4: Throughput is computed without considering ACI as below:
, 
where:			 is the inter-cell interference.
For TN-NTN SINR calculation, the satellite receiver off angle should be considered in the satellite receiver gain calculation when calculating SINR. Note that such angle is not considered in TR 38.821[6] section 6.1.3 equations. Thus those equations should be used for SINR calculation.
-	Step 5: Throughput is computed considering ACI as below:
, 
where:			 is the adjacent channel interference.
-	Step 6: RF parameters are determined based on the degradation cause by ACI as below:

Step 4/5/6 for NB-IoT as victim:
· Step 4: SINR is computed for the victim NB-IoT system without considering ACI, i.e. SINRICI. For TN-NTN SINR calculation, the satellite receiver off angle should be considered in the satellite receiver gain calculation when calculating SINR.

· Step 5: SINR is computed with ACI, i.e. SINRICI+ACI

· Step 6: RF parameters are determined based on the degradation caused by ACI as below:


To simplify the simulation of interference from TN to NTN UL in Case 2 and 6, following method can be used. Consider the active TN cells from central NTN beam for the ACI evaluation from TN to NTN UL. The scaling factor is to be discussed and determined if any in next meeting. There is a view that simplifying such coexistence simulation work for Case 2 may even not be required.
-	Step 1: to drop NTN UE per beamprint randomly;
-	Step 2: to drop N clusters consisting of 57 sectors per beamprint randomly:
-	Step 3: to calculate the total ACI per beam to NTN UL by following scaling factor:


where:			active_TN = active_factor*round (the area per beam/the area of 57 sectors)       
active_factor = 20% (or lower, particularly for urban scenarios)
-	Step 4: to calculate the total ACI from all beams (e.g. M=7 ) for NTN:


[bookmark: _Toc97753942]Methods and principle to process co-existence simulation results (TBD)
To process the co-existence simulation results received for all different scenarios and assumptions, the following steps are adopted:
-	Step 1: Discuss and agree on the most stringent scenario(s) for each scenario (Scenario 1, 2, 3…,6);
-	Step 2: Discuss and determine the required ACIR from results of the most stringent case(s) for each scenario;
-	Step 3: Use equation to derive corresponding ACLR or ACS from the agreed ACIR for each scenario
It is noted that the averaged ACIR for the most stringent case in each scenario would be derived by taking the average among the interpolated ACIR results derived from each company’s results for that case.
Moreover, the following considerations are adopted to deal with major disputes for the selected cases’ results in each scenario:
-	If the required ACIR results, from the contributor who did not participate or their results is still not well-aligned in calibration table, has a difference larger than 10 dB with most others, this result can be not considered in the discussion.
-	If the required ACIR results, from one contributor, has a difference larger than 10 dB with most others, this result can be not considered in the discussion.
For Information – identified worst case scenarios for NR NTN
Table 6.3.2-1 Selected option for each scenario
	Scenario
	Aggressor system
	Victim system
	Environment
	Contributing

	1
	TN DL
	NTN GEO DL
	Urban
	NTN UE ACS

	2
	TN UL
	NTN GEO UL
	Urban
	NTN SAN ACS

	3
	NTN LEO-600 DL
	TN DL
	Rural
	NTN SAN LEO ACLR

	
	NTN GEO DL
	TN DL
	Rural
	NTN SAN GEO ACLR

	4
	NTN GEO UL
	TN UL
	Urban
	NTN UE ACLR

	5
	NTN GEO UL
	TN DL
	Rural
	NTN UE ACLR

	61
	NR-TN DL
	NTN LEO-600 UL
	Rural 2
	NTN SAN ACS

	
	NR-TN DL
	NTN GEO UL
	Rural 2
	NTN SAN ACS

	NOTE 1: 	Agreed representative case for Scenario 6.
NOTE 2：	The initial results suggested that the NR-NTN SAN would suffer more interference in urban deployment scenario. It is agreed that a more relevant environment for case 6 is a mixture of Urban and Rural environment (e.g., urban area with a 50km diameter inside a GEO beam with a 250km diameter). Further studies based on the mixed urban environment could be considered. As compromise, rural only scenario was then selected.


	

6. Annex B: Example System parameters specification content
[bookmark: _Toc368026190][bookmark: _Toc108616962]The following text shows an example of how the System Parameters section of TS36.102 could look with the proposals from section 2 adopted. This should hopefully help to avoid any misunderstandings about what is proposed.
<Start of text>
5	Operating bands and channel arrangement
[bookmark: _Toc368026191][bookmark: _Toc108616963]5.1	General
The channel arrangements presented in this clause are based on the operating bands and channel bandwidths defined in the present release of specifications.
NOTE:	Other operating bands and channel bandwidths may be considered in future releases.
[bookmark: _Toc368026195][bookmark: _Toc108616964]5.2	Operating bands
E-UTRA satellite access is designed to operate in the operating bands defined in Table 5.2-1.
Table 5.2-1 E-UTRA operating bands for satellite access
	E‑UTRA Operating Band
	Uplink (UL) operating band
BS receive
UE transmit
	Downlink (DL) operating band
BS transmit 
UE receive
	Duplex Mode

	
	FUL_low   –  FUL_high
	FDL_low  –  FDL_high
	

	256
	1980 MHz
	–
	2010 MHz
	2170 MHz
	–
	2200 MHz
	FDD

	255
	1626.5 MHz
	–
	1660.5 MHz
	1525 MHz
	–
	1559 MHz
	FDD

	NOTE: Bands are numbered in descending order from 256



5.2A	Operating bands for category M1
UE category M1 is designed to operate in the E-UTRA satellite access operating FDD bands defined in Table 5.2-1 in both half duplex FDD mode and full-duplex FDD mode.
[bookmark: _Toc108616966]5.2B	Operating bands for category NB1 and NB2
Category NB1 and NB2 are designed to operate in the E-UTRA satellite access operating bands defined in Table 5.2-1. Category NB1 and NB2 are designed to operate in the NR satellite access operating bands n255 and n256.
Category NB1 and NB2 systems operate in HD-FDD duplex mode or in TDD mode. <TDD not covered by WID>

[bookmark: _Toc368026198][bookmark: _Toc108616967]5.3	Channel bandwidth
5.3.1	General
The requirements in present document are specified for the channel bandwidths listed in Table 5.3.1-1.
Table 5.3.1-1: Transmission bandwidth configuration NRB in E-UTRA channel bandwidths
	Channel bandwidth BWChannel [MHz]
	1.4

	Transmission bandwidth configuration NRB
	6



Figure 5.3.1-1 shows the relation between the Channel bandwidth (BWChannel) and the Transmission bandwidth configuration (NRB). The channel edges are defined as the lowest and highest frequencies of the carrier separated by the channel bandwidth, i.e. at FC +/- BWChannel /2.
 
Transmission
Center subcarrier (corresponds to DC in baseband) is not transmitted in downlink
Active Resource Blocks
[image: ]
[image: ]
Resource block
Transmission bandwidth configuration [NRB]
bandwidth [RB]
Channel bandwidth [MHz]

Figure 5.3.1-1: Definition of channel bandwidth and transmission bandwidth configuration for one E‑UTRA carrier
[bookmark: _Toc368026199][bookmark: _Toc108616968]5.3.2	Channel bandwidths per operating band
The requirements in this specification apply to the combination of channel bandwidths and operating bands shown in Table 5.3.2-1. The transmission bandwidth configuration in Table 5.3.1-1 shall be supported for each of the specified channel bandwidths. The same (symmetrical) channel bandwidth is specified for both the TX and RX path.
Table 5.3.2-1: E-UTRA channel bandwidth
	E-UTRA Satellite Access Band
	1.4 MHz

	256
	Yes

	255
	Yes



5.3B	Channel bandwidth for category M1
For category M1 UEs, the requirements for 1.4MHz channel bandwidth defined in subclause 5.3 shall apply.

[bookmark: _Toc108616969]5.3B	Channel bandwidth for category NB1 and NB2
For category NB1 and NB2, requirements in present document are specified for the channel bandwidth listed in Table 5.3B-1.
Table 5.3B-1: Transmission bandwidth configuration NRB, Ntone 15kHz and Ntone 3.75kHz in NB1 and NB2 channel bandwidth
	Channel bandwidth BWChannel [kHz]
	200

	Transmission bandwidth configuration NRB
	1

	Transmission bandwidth configuration Ntone 15kHz
	12

	Transmission bandwidth configuration Ntone 3.75kHz 
	48



Figure 5.3B-1 shows the relation between the Category NB1/NB2 channel bandwidth (BWChannel) and the Category NB1 /NB2 transmission bandwidth configuration (Ntone). The channel edges are defined as the lowest and highest frequencies of the carrier separated by the channel bandwidth, i.e. at FC +/- BWChannel /2.
[image: NB-IoT channel definitions]
Figure 5.3B-1 Definition of Channel Bandwidth and Transmission Bandwidth configuration
[bookmark: _Toc108616970]5.4	Channel arrangement
[bookmark: _Toc368026205][bookmark: _Toc108616971]5.4.1	Channel spacing
The spacing between carriers will depend on the deployment scenario, the size of the frequency block available and the channel bandwidths. The nominal channel spacing between two adjacent E-UTRA carriers is defined as following:
	Nominal Channel spacing = (BWChannel(1) + BWChannel(2))/2
where BWChannel(1) and BWChannel(2) are the channel bandwidths of the two respective E-UTRA carriers. The channel spacing can be adjusted to optimize performance in a particular deployment scenario.
[bookmark: _Toc108616972]5.4.1B	Channel spacing for category NB1 and NB2
Nominal channel spacing for UE category NB1 and NB2 in stand-alone mode is 200 kHz. 
[bookmark: _Toc368026209][bookmark: _Toc108616973]5.4.2	Channel raster, carrier frequency and EARFCN
<<Only applicable if framework for both rasters is defined. Otherwise re-use and adapt global raster to apply 0.2 instead of 0.1 and replace 100kHz by 200kHz channel raster>>
The global frequency raster is defined for all frequencies. The granularity of the global frequency raster is 100 kHz, which means that the carrier centre frequency must be an integer multiple of 100 kHz.
The carrier frequency in the uplink and downlink is designated by the E-UTRA Absolute Radio Frequency Channel Number (EARFCN) in the range 0 – 262143. The relation between EARFCN and the carrier frequency in MHz for the downlink is given by the following equation, where FDL_low and NOffs-DL are given in Table 5.7.3-1 and NDL is the downlink EARFCN.
	FDL = FDL_low + 0.1(NDL – NOffs-DL)
The relation between EARFCN and the carrier frequency in MHz for the uplink is given by the following equation where FUL_low and NOffs-UL are given in Table 5.7.3-1 and NUL is the uplink EARFCN.
	FUL = FUL_low + 0.1(NUL – NOffs-UL)
The applicable EARFCNs for each operating band are specified in Table 5.7.3-1. 
[bookmark: _Hlk499903272]For operating bands with a channel raster of 100 kHz, every EARFCN within the operating band shall be applicable for the channel raster, and the step size for the channel raster in Table 5.4.2‑1 is given as <1>. The broadcast parameter earfcn-LSB defined in [TS36.331] may be used to assist the UE in synchronizing to the cell.
For operating bands with a channel raster of 200 kHz, every 2nd EARFCN within the operating band shall be applicable for the channel raster, and the step size for the channel raster in Table 5.4.2‑1 is given as <2>.
Table 5.4.2-1: E-UTRA channel numbers (example)
	E-UTRA Operating
Band
	Downlink
	Uplink

	
	FDL_low (MHz)
	NOffs-DL
	Range of NDL
	FUL_low (MHz)
	NOffs-UL
	Range of NUL

	256
	2170
	xxx
	xxx – yyy
	1980
	xxx
	xxx –<2?>- yyy

	255
	1525
	xxx
	xxx – yyy
	1626.5
	xxx
	xxx –<1?>- yyy

	NOTE 1: 	The channel numbers that designate carrier frequencies so close to the operating band edges that the carrier extends beyond the operating band edge shall not be used. This implies that the first 7 channel numbers at the lower operating band edge and the last 6 channel numbers at the upper operating band edge shall not be used for channel bandwidth of 1.4 MHz.




[bookmark: _Toc108616974]5.4.2B	Channel raster, carrier frequency and EARFCN for category NB1 and NB2
The requirements in clause 5.4.2 apply for standalone operation.
NOTE: Guard-band operation and in-band operation for NB-IoT are not supported in this version of the specification.
[bookmark: _Toc368026210][bookmark: _Toc108616975]5.4.3	TX–RX frequency separation
a)	The default E-UTRA TX channel (carrier centre frequency) to RX channel (carrier centre frequency) separation is specified in Table 5.4.3-1 for the TX and RX channel bandwidths defined in Table 5.6.1-1
Table 5.4.3-1: Default UE TX-RX frequency separation
	E-UTRA Operating Band
	TX – RX 
carrier centre frequency
separation

	256
	190 MHz

	255
	-101.5 MHz

	



5.4.3A	TX–RX frequency separation for category M1
For the category M1, TX-RX frequency separation is flexible within the assigned channel bandwidth of E-UTRA carrier with the TX-RX frequency separation of the E-UTRA carriers as specified in Table 5.4.3-1.<<If only 1.4MHz SAN channel bandwidth is used this text is not applicable and main clause can apply>>

[bookmark: _Toc108616977]5.4.3B	TX–RX frequency separation for category NB1 and NB2
For stand-alone operation mode the default TX-RX frequency separation is the same as Table 5.4.3-1.
<End of text>
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