3GPP TSG-RAN WG3 NR AdHoc Meeting #2
R3-172513
Qingdao, P.R. China, 27th – 29th June 2017
Agenda Item:
10.10.1
Source:
Ericsson
Title:
Further discussion on the internal split RAN architecture
Document for:
Discussions & Approval

1
Introduction

There are two aspects that need further discussions for the internal split RAN architecture:

1)
RAN#76 endorsed a RAN3 Way Forward on Workplan [1], where standardisation work of the F1 interface for option 3 is agreed.
2)
RAN#76 sent an LS to RAN3 in [2] with endorsed statements for the termination of external interfaces:

1.
For NG-RAN, the NG and Xn-C interfaces in a physical, disaggregated deployment terminate in the Central Unit

2.
For the Option 3 family, the S1-U and X2-C interfaces in a physical, disaggregated deployment terminate in the gNB Central Unit

3.
The F1 design will take 1) and 2) into account

 This paper discusses those aspects.
2
Discussion

2.1
F1 interface definition not only in the scope of NG-RAN for NR access
RAN internal F1 interface is applicable for NR in E-UTRAN and NG-RAN

RAN3 has so far discussed the F1 interface in the context of NG-RAN only, at least, discussions have not been applied explicitly for option3 / E-UTRAN.
We assume a common understanding in RAN3 that for both, NG-RAN and E-UTRAN a common set of F1-C and F1-U functions shall be specified in a common set of TSs.

Meanwhile it should be also common understanding in RAN3 that logically, 
-
in the context of E-UTRAN, the termination points of the F1 interface, the CU and the DU, would be an integral part of a gNB,  
-
while in the context of NG-RAN, the termination points of the F1 interface, the CU and the DU, would be an integral part an NG-RAN node in NR mode (whatever the finally agreed name of that node will be).

While discussions on the functional definition of the F1 interface are ongoing, we also assume a common understanding in RAN3 that the F1-C functions would need to cope with different QoS concepts in 4G and 5G in F1AP procedures related to DRB and UE context handling. However, we expect that the major part of the common F1AP functions will be equivalent for E-UTRAN and NG-RAN.

The large equivalence of F1AP functions and the assumption that also F1UP can be also designed in an equivalent way, gives sufficient playground to develop a RAN internal architectural model that allows the definitions of the terms “CU” and “DU” being applicable in an E-UTRAN and an NG-RAN context. 
Defining the terms “CU” and “DU” as node internal entities should also support an implementation that does not require to setup two instances of the involved CUs and DUs, one to be used in the context of E-UTRAN, on in the context of NG-RAN, hence a single F1-C interface instance is sufficient in case a CU/DU pair is able to act in an E-UTRAN and NG-RAN context. Such approach results in a kind of “system-agnostic” definition of the RAN internal architecture and respective F1 interface functions, which should be documented and specified accordingly, e.g. in 38.401 and 36.401 and the F1 interface specification series.

It should be also noticed, that prioritisation of option 3 for finalisation by end of 2017 should allow RAN3 to concentrate on F1 functions necessary for option 3, which basically encompasses UE context and DRB related functions.

RAN internal F1 interface applicable for E-UTRA in E-UTRAN and NG-RAN ?
RAN3 will start to discuss RAN internal split for E-UTRA (see SI [3]), with the aim to target a unified architecture for E-UTRAN and NR [Note: “E-UTRAN” should read “E-UTRA”], so the first question that may raise in this study will be whether the F1 interface could also be defined in an “access-agnostic” way. This aspect is mentioned here only to give some more perspective on a possible task ahead of us.
Consequences
As long as the F1 interface termination points are defined as RAN internal entities, it is possible to specify F1 being applicable for different RANs, probably also for different RATs.

Applicability of F1 for E-UTRAN would need specification work in 36.401. At least references need to be included.

F1AP has to provide functional variations allowing to be applied in the appropriate RAN context (NG-RAN or E-UTRAN)

Work on F1 should prioritise features necessary for option 3, e.g. UE Context and DRB related functions.

2.2
What are the consequences for statements endorsed by RAN#76 for external interface terminations in [2]?

The LS in [2] clearly requires RAN3 to take statements 1. and 2. into account for the design of the F1 interface. In the following these statements are analysed:

1.
For NG-RAN, the NG and Xn-C interfaces in a physical, disaggregated deployment terminate in the Central Unit

This statement clearly refers to a physical realisation of a split NG-RAN architecture. The terms “termination” and “Central Unit” (and with that also the term “Distributed Unit”) are to be used in a deployment related context. In order to not confuse the terms “Central Unit” and “Distributed Unit” with the terms “CU” and “DU” used in the representation of the RAN internal logical architecture, “unit” is replaced by “network entity” for deployment related discussions, “network entity” denoting actual “physical boxes”. The terms “CU” and “DU” are used to represent F1 protocol termination, the location of lower and higher parts of the Uu stack and related functions, as defined in TS 38.401 [4].
Let us now look at some of the possible deployment scenarios which would represent in our view important use cases in order to further verify in which way this statement provides further input to properly be taken into account for the design of F1:
I.)
NG-RAN: Control Plane functions centralised
I.a) Deployment option for eMBB – higher layer CP and UP entities are deployed in a centralised manner
NOTE: In the figures below, “boxes” represent logical entities, as defined in a RAN internal architecture (CU, DU) and in an “external” RAN architecture (NG RAN node, gNB). Ellipses represent protocol terminations.

[image: image1.emf]Distributed entity

Central UP entity Central CP entity

NG-C

Xn-C

NG-U

Xn-U

F1-C F1-U

E1

„NG-RAN Node – 

NR mode“

NG-C NG-U

Xn-U Xn-C CU-C CU-U

DU


Figure I.a: NG-RAN: CP and UP entities are deployed in a centralised manner
-
This deployment option consists of 3 physical network entities, a Distributed entity and Central entities for CP and UP functions. These entities constitute a logical NG-RAN node.

-
SDAP/PDCP is deployed in a centralised entity (“Central UP entity”). This entity also contains NG-U and Xn-U terminations 

-
RRC and all external CP interface terminations are deployed in a “Central CP entity”.
-
Per agreement, CU is separated in CP and UP parts, whether E1 remains a reference point or will be specified as an interface is different discussion.

-
Statement 1.) in [2] is applicable for this kind of deployment

I.b) Deployment option for low latency use cases – all UP entities deployed in a distributed manner
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Figure I.b: NG-RAN: UP entities deployed in a distributed manner
-
To allow use cases with low latency requirements also the higher layer UP Uu stack is deployed in a distributed manner.

-
This results in a deployment option consisting of 2 physical entities, a Distributed entity comprising the UP entities and a central CP entity. These 2 entities constitute a logical NG-RAN node.
-
External C-Plane interfaces and RRC are deployed in a “Central CP entity”.

-
Strictly speaking, statement 1) in  [2] only applicable for NG-C and Xn-C, however, we believe that such scenario shall be supported.
II.)
NG-RAN: Control plane functions distributed
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Figure II: NG-RAN: RRC co-located in DU for low latency C-Plane

-
For use cases which require low CP latency, RRC is located in the distributed entity, together with protocol terminations for Xn-C and NG-C. 

-
User plane functions are centralised

-
Strictly speaking, statement 1) in  [2] only applicable for the UP functions, however, we believe that such scenario shall be supported.

2.
For the Option 3 family, the S1-U and X2-C interfaces in a physical, disaggregated deployment terminate in the gNB Central Unit

-
The use cases discussed for NG-RAN are in principle also applicable for option 3. 
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Figure III.a: option 3 - CP and UP entities are deployed in a centralised manner (eMBB)
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Figure III.b: option 3 - UP entities deployed in a distributed manner (Low Latency)
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Figure III.c: option 3 - RRC co-located in DU for low latency C-Plane

-
Figures III.a-c show the location of protocol entities and functions for a “gNB” involved in option 3. No further conclusions are drawn from discussing the option 3 family.
3.
The F1 design will take 1) and 2) into account

What kind of final conclusions can now be drawn from discussing the various use cases and deployment scenarios for the design of F1?

It seems at this stage of discussions that the currently envisaged CP and UP protocol functions for F1 are not affected, neither by statements from [2] nor by discussing the various deployment scenarios. Dependent on the deployment scenario, F1-C or F1-U may represent an interface internal or external to the (physical) network entity. At this stage of dsisAt this stage ... soften up statement (also proposal below) no constraints on F1 ....
3
Conclusion
We have discussed 2 inputs from RAN#76 discussions (see [1] and [2])

Along those discussions, we propose:

Proposal 1 F1 interface termination points are defined as RAN internal entities. Specify F1 as being applicable for different RANs, probably also for different RATs.

Proposal 2 Applicability of F1 for E-UTRAN will be specified in TS 36.401. At least references to 38-series TSs need to be included.

Proposal 3 F1AP provides functional variations allowing to be applied in the appropriate context (NG-RAN or E-UTRAN)

Proposal 4 Work on F1 should prioritise features necessary for option 3, e.g. UE Context and DRB related functions.

Proposal 5 In F1 interface specifications the terms “gNB CU” and “gNB DU” are renamed to “CU” and “DU” to make them applicable in an NG-RAN and E-UTRAN (i.e. option 3) context.
Proposal 6 Agree that at this stage of discussions the design of F1 is not affected by various deployment scenarios.

Proposal 7 Agree that the NG-RAN internal architecture as currently captured in 38.401 is not affected by deployment related considerations.

Proposal 8 Capture the relation between physical deployment and logical architecture definition in an informative Annex of TS 38.401 as shown in R3-172514.
4
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