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Introduction
During the RAN3 #96 meeting the cardinality of the F1-C interface was discussed and the following agreement was captured in [1].
Agreement 1: 
One gNB-DU is connected to only one gNB-CU.
	NOTE: For resiliency, a gNB-DU may be connected to multiple gNB-CU by appropriate implementation.
In addition, the CP-UP separation was discussed and the following agreement was captured in [2].
Agreement 2: 
The CU may be separated in control plane (CP) and user plane (UP).
	Editor’s Note: how to realize the CP and UP separation (e.g., by implementation) is FFS.
Based on the above agreements, in this contribution we discuss resiliency aspects for the disaggregated gNB deployment. We observe that agreement 1 offers the means to realize a resilient disaggregated gNB deployment and that additional solutions (e.g., pooling and F1-flex) may not be needed in release 15. We also observe that there is an inconsistency between agreement 1 and the current version of TS 38.472 [3].
Discussion  
We assume that at any time one gNB-DU will be connected to only one logical gNB-CU-CP [1]. The reason is to avoid conflicts in accessing the gNB-DU resources. 
· Example 1: multiple gNB-CU-CPs trying to access the same cell resources at the same time; 
· Example 2: multiple gNB-CU-CPs trying to configure different SI parameters. 
To avoid creating a single point of failure resiliency must be provided. One logical gNB-CU-CP may be composed of multiple gNB-CU-CP processing instances: (1) one primary gNB-CU-CP processing instance and (2) one (or more) backup gNB-CU-CP processing instances (see example in Fig. 1).
The backup gNB-CU-CP instances may maintain an updated replica of the state and the information stored in the primary gNB-CU-CP instance. This approach is referred to as hot-standby. In case of a failure that affects the primary gNB-CU-CP instance, the operation can be switched to a backup gNB-CU-CP instance. The end-user would may not notice any service disruption. 
This is a possible approach used today for resiliency in cloud environments and provides protection against hardware and software as well as local site (or data center) failures. It is more efficient with respect to pooling solutions as it offers geo-redundancy, i.e., the different gNB-CU-CP instances could be located in different geographical areas. The geo-redundancy minimizes the risk that a failure or disaster (e.g., earthquake) could affect the operation of all the gNB-CU-CP instances that belong to the same logical gNB-CU-CP.
Observation 1	A logical gNB-CU-CP can be realized by multiple gNB-CU-CP processing parts and instances. It could for example employ a backup executing on a different physical site prepared with an already established TNL connection. This approach offers resilience against SW, HW and local site failures.
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Fig. 1: Example of resilient CP connectivity implementation.
The F1-C interface is used to interconnect the gNB-DU to the logical gNB-CU-CP. In TS 38.472 [3] the standard for signalling transport to be used across the F1-C interface is specified. It was agreed that the F1-C interface employs the SCTP transport protocol (additional protocols are FFS). 
To allow a gNB-DU to connect virtually to more than one gNB-CU-CP instances (i.e., primary and backup as in Fig.1), the standard should allow the possibility of establishing failover signalling transport network layer (TNL) associations between a gNB-DU and a logical gNB-CU-CP. This may imply that a gNB-DU is able to switch over to the backup gNB-CU in case of failure at the primary gNB-CU, e.g., by providing back-up IP end-point addresses as probably keeping a hot-stand-by TNL (SCTP) association in evidence throughout the operation via the primary gNB-CU.
There is also another benefit in allowing multiple SCTP associations between gNB-DU and (logical) gNB-CU-CP. It would allow to use different SCTP associations for different types of traffic. For example, it would allow to use separate SCTP associations for (1) F1 common procedures and (2) F1 UE-dedicated procedures. This would allow to have a better overall scalability because each traffic type scales differently (e.g., based on the number of UEs). A similar approach as the one proposed for the NG-C interface can be considered [4]. This approach would be also more virtualization/cloud friendly.
Proposal 1	For resiliency and scalability, the standard should allow to establish multiple SCTP associations between a gNB-DU and a (logical) gNB-CU-CP.
Proposal 2	RAN3 is kindly asked to agree with the TP in R3-172512 [5].
Conclusions 
In this paper, we discussed resiliency aspects for the disaggregated gNB deployment. 
Proposal 1	For resiliency and scalability, the standard should allow to establish multiple SCTP associations between a gNB-DU and a (logical) gNB-CU-CP.
Proposal 2	RAN3 is kindly asked to agree with the TP in R3-172512 [5].
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