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Introduction
In the last RAN3 meeting #96, held in Hangzhou, we presented a number of deployment scenarios, where we illustrated how the new RAN architecture with separated control user planes could work in practice. Alongside our contributions there were few other contributions on the Radio Resource Management (RRM) topic and functional split over F1 interface. 
In this contribution we present a number of topics which are closely connected with each other and overlap, which we feel should be discussed in the standardisation forum. 
In this contribution we aim to illustrate how split or hierarchical RRM can enhance the operation of two practical deployment scenarios. Furthermore, we aim to illustrate that the signalling flows between Control Plane CU (CP-CU), User Plane Centralised Unit (UP-CU) and Distributed Units (DU), over F1-C, F1-U and E1 interfaces are the same independent of the deployment scenario for the different logical entities. 

Deployment Scenarios
In our previous contribution, R3 -171693 [1,] we illustrated a number of practical scenarios. For the purpose of this discussion, we have selected two scenarios which show two distinct practical scenarios:
Scenario 1:  where the Control Signalling and User Plane Entities are co- located 
Scenario 2:  where the Control signalling Plane Entity is located at the DU. This scenario provides fast signalling response to the UE. Please note that scenario 2 illustrated below was termed Scenario 3 in R3 -171693 [1] presented in RAN3 #96 in Hangzhou.
Scenario 1
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Figure 1 Architectural Scenario 1
Scenario 2
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Figure 2 Architectural Scenario 2
Functional split of RRM between CU and DU
The topic of Hierarchical RRM was briefly discussed in the previous meetings, [2-5]. In this section we detail how RRM functions can be distributed between DU and CU.
For a centralised RAN architecture, a number of RRM functions can be centralised at the Control Plane Central Unit (CP-CU) and remaining functions can be housed in the DU: the slow acting functions which are only required a few times per RRC connection are located in the CP-CU and fast acting functions which are required very frequently are housed in the DU; this way the processing load on the F1-C signalling functions is reduced. 

The list of RRM functions (taken from TS 36.300) can be illustrated in the following table. The table also illustrates the activity rate of various function during a normal RRC Connection.

Table 1 RRM functions listed in TS 36.300 and their activity rate
	Function
	Description 
	Activity Rate
	Location of the Function CP-CU or DU or CU-UP?
	Comments

	Subscriber Policy and Translation
	Network subscriber policy and banding 
	Low 
	CP-CU
	

	Subscriber Profile ID for RAT/Frequency Priority
	Subscriber Profile ID for RAT/Frequency Priority (SPID) parameter received by the eNodeB 
	Low
	CP-CU
	

	Inter-RAT Radio Resource Management
	management of radio resources in connection with inter-RAT mobility 
	Low
	
Both
	DU needs to report load on the RAT. CP-CU compares load from different RATs to make decision

	Inter-eNB CoMP
	multiple eNBs co-ordination in order to improve coverage of high data rates and the cell-edge 
	Low
	Not part of first release of NR?
	

	Radio Admission Control
	admission or rejection the establishment requests for new radio bearers 
	Medium 
	
Both

	CP-CU needs to understand the load of the DU on each of the DU’s cells (=sector+frequency band)

	Radio Bearer Control
	establishment, maintenance and release of Radio Bearers
	Medium 
	Both
	CP-CU needs to take UE capabilities into account as well as DU status information

	Connection Mobility Control
	management of radio resources in idle or connected mode 
	Medium 
	Mainly CP-CU
	

	Dynamic Resource Allocation- Packet Scheduling
	to allocate and de-allocate radio resources
	Very High 
	DU
	MAC scheduling

	Inter-cell Interference Coordination (ICIC)
	Manages the radio resources such that inter-cell interference is kept under control 
	Medium 
	Not UE specific.
	

	Load Balancing 
	handle uneven distribution of the traffic load over multiple cells.  
	Medium 
	Both
	DU needs to report load to CP-CU. CP-CU then issues appropriate RRC commands.
Inter-band Carrier Aggregation load balancing within UE’s configured RRC connection is local within the DU.

	Power control 
	Carrier and sub-carrier power control 
	High 
	DU
	CP-CU needs to inform DU of the UE’s power class

	QoS Management 
	Management of quality service under radio conditions
	High in DU, low in CP-CU
	CP-CU and DU
	CP-CU needs to Dual connectivity configuration, and pass QoS parameters to DUs.



And the following table (taken from TS 38.801) illustrates new RRM functions related to the New Radio Architecture: 
Table 2 Additional RRM Functions of  the New Radio Architecture
	Function
	Description
	Activity Rate 
	Location of the Function CP-CU or DU or CU-UP?
	Comments

	Network Slice Support
	Network slicing capability support
	very low
	CP-CU
	Different slices may require different CU-User Plane units. Other slicing requirements on RAN remain unclear.

	Flow Control
	Data flow aggregation for DC/MC.
Also needed when not using DC/MC?
	High 
	DU and CU-UP
	Interacts with Flow Control in Central User Plane unit, not with Control Plane Unit

	E-UTRA-NR Handover through new NR interface
	E-UTRA-NR handover via eLTE eNB and gNB I/F
	Medium
	Mostly CP-CU
	CP-CU needs load information from DU, but as UE measurement reports are RRC messages, this is mostly CP-CU.

	Session Management
	Creation/modification/release of a context & related resources in new RAN
	Medium 
	Mostly in the CP-CU
	

	Central Coordination
	Coordination of multiple cells, TRPs, beams, TDD configurations dynamically for network performance improvement
	Not specific to one UE? Control more via O&M?
	More O&M
Function 
	

	Beam Steering
	Radio resources for beam steering
	Very High 
	DU
	



RRM Split over CU and DU 
In the hierarchical RRM approach, the functions illustrated in Table [1] can be split between the CU and DU as shown in the following figure:
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Figure 3 RRM Functions
To take advantage of the CU-DU split and the hierarchical RRM approach, RRM functions can be split between the CU and DU to enhance the overall network operations. Furthermore, by housing fast-acting RRM functions at DU, the reliance on the transport medium is minimised.
In our view the RRM functions can be split as shown in the following figure
[image: ]
[bookmark: _Ref484521178]Figure 4 RRM Functions split between the CU and DU
By reference to the Figure 4, the CU will house the slow changing Common RRM functions such as : 
Common RRM  
· Subscriber Policy and Translation
· Subscriber Profile ID for RAT/Frequency Priority
· Network Slice Support 
· QoS Management 
· Inter-RAT Radio Resource Management-High 
And the DUs will house the fast changing Local RRM functions which have high activities:
Local RRM
· Radio Admission Control
· Radio Bearer Control
· Connection Mobility Control
· Load Balancing
· E-UTRA NR Handover
· Session Management 
· Inter-cell Interference Coordination (ICIC)
· Power control 
· Beam Steering
· Dynamic Resource Allocation- Packet Scheduling
A number of RRM function could exist between CU and DU such as Flow Control Function, as both CU and DU logical units need to work in a co-ordinated fashion to provide flow control between themselves. 
The RRM split across the CU and DU are shown in the following figure:
[image: ]
Figure 5 RRM Functions mapped onto the CU and the DU
The split RAN Architecture and separated User and Control planes allows the RRM functions to be split: the functions which have high activity rate are housed in the DU and functions with slow activity rate are housed in the CU.
It should be noted that RRM functions are located in the Control Plane Signalling Entity. However, a number of functions may need to interact with the User Plane Entity
Observation1: From the above diagram it can be observed that Local RRM is mapped to the RLC-MAC-PHY layers in the Distributed Unit and the Common RRM is mapped onto the Control Plane Signalling Entity and the User Plane Entity. However, the RRM functions in the Centralised Units need to be further mapped onto the Control Plane Signalling Entity 
Call flows between CU and DU
Considering the two deployment scenarios and the RRM functional split over CU an DU, in this section we examine whether the call flows over the F1 interface would be different from one scenario to another [6]. The concept is illustrated in the following figures:
The following figure illustrates the PDCP-U and RRC-PDCP-C call flows for Scenario1
[image: ]
[bookmark: _Ref484617645]Figure 6 RRM Call Flows of Scenario1
By reference to Figure 6, the Signalling and User Data of Common and Local RRM functions flow over the Control F1-C and User F1-U planes, respectively.  

The following figure illustrates the PDCP-U and RRC-PDCP-C call flows, for Scenario2. In this scenario RRC-PDCP-C are located either in the DU or physically very closed to the DU.
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[bookmark: _Ref484617654]Figure 7 RRM Call Flows of Scenario 2
By reference to Figure 7, the user part of the RRM signalling between the PDCP-U and DU would remain the same, however as the Control Plane Signalling Entity is now located in the DU, the control signalling part of the RRM functions would be an internal to the DU.
By reference to Figure 6 and Figure 7, it can be observed that the RMM call flows for two deployment scenarios would be the same.
Observation 2: User and Control Call Flows over F1-C, F1-U and E1 interfaces remain the same for two illustrated scenarios.
Observation 3: E1 interface functions would be a simpler version of control signalling of F1-C. Moreover, E1 plays a vital role in both deployment Scenarios 1 and 2. 

Text Proposal for 38.401
Considering the discussion presented in this contribution, we believe that the new NR RAN Architecture would benefit greatly from a split RRM, where RRM functions are distributed between the CU and DU. Therefore, we would like to introduce the concept of Split RRM in the overall NR RAN Architecture. 
We kindly ask RAN 3 to consider the following Text proposal for the 38.401 draft specification. We propose the text to be included in a new section 6.5.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<text proposal begins (all new text)>>>>>>>>>>>>>>>>>>>
6.5 	Functional Split across F1 interface
The RRM Functions can be split between a Common and Local RRM functions as described in the following table.
Table 3 RRM Functional split 
	Function
	Description 
	Location of the Function CP-CU or DU or CU-UP?
	

	Subscriber Policy and Translation
	Network subscriber policy and banding 
	CP-CU
	

	Subscriber Profile ID for RAT/Frequency Priority
	Subscriber Profile ID for RAT/Frequency Priority (SPID) parameter received by the eNodeB 
	CP-CU
	

	Inter-RAT Radio Resource Management
	management of radio resources in connection with inter-RAT mobility 
	
Both
	DU needs to report load on the RAT. 
CP-CU compares load from different RATs to make decision

	Inter-eNB CoMP
	multiple eNBs co-ordination in order to improve coverage of high data rates and the cell-edge 
	Not part of first release of NR?
	

	Radio Admission Control
	admission or rejection the establishment requests for new radio bearers 
	
Both

	CP-CU needs to understand the load of the DU on each of the DU’s cells (=sector+frequency band)

	Radio Bearer Control
	establishment, maintenance and release of Radio Bearers
	Both
	CP-CU needs to take UE capabilities into account as well as DU status information

	Connection Mobility Control
	management of radio resources in idle or connected mode 
	Mainly CP-CU
	

	Dynamic Resource Allocation- Packet Scheduling
	to allocate and de-allocate radio resources
	DU
	MAC-Scheduling 

	Inter-cell Interference Coordination (ICIC)
	Manages the radio resources such that inter-cell interference is kept under control 
	Not UE specific.
	

	Load Balancing 
	handle uneven distribution of the traffic load over multiple cells.  
	Both
	DU needs to report load to CP-CU. CP-CU then issues appropriate RRC commands.
Inter-band Carrier Aggregation load balancing within UE’s configured RRC connection is local within the DU.

	Power control 
	Carrier and sub-carrier power control 
	DU
	CP-CU needs to inform DU of the UE’s power class

	QoS Management 
	Management of quality service under radio conditions
	CP-CU and DU
	CP-CU needs to Dual connectivity configuration, and pass QoS parameters to DUs.

	Network Slice Support
	Network slicing capability support
	CP-CU
	Different slices may require different CU-User Plane units. Other slicing requirements on RAN remain unclear.

	Flow Control
	Data flow aggregation for DC/MC.
Also needed when not using DC/MC?
	DU and CP-CU 
	Interacts with Flow Control in Central User Plane unit, not with Control Plane Unit

	E-UTRA-NR Handover through new NR interface
	E-UTRA-NR handover via eLTE eNB and gNB I/F
	Mostly CP-CU
	CP-CU needs load information from DU, but as UE measurement reports are RRC messages, this is mostly CP-CU.

	Session Management
	Creation/modification/release of a context & related resources in new RAN
	Mostly in the CP-CU
	

	Central Coordination
	Coordination of multiple cells, TRPs, beams, TDD configurations dynamically for network performance improvement
	Not specific to one UE? Control more via O&M?
	[bookmark: _GoBack] 

	Beam Steering
	Radio resources for beam steering
	DU
	



By taking advantage of the split RAN Architecture, where CU and DUs are separated, a split RRM concept is introduced to enhance the network operation. With this concept fast acting RRM functions are housed in the DU and slow acting RRM functions are housed in the CU.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<text proposal end>>>>>>>>>>>>>>>>>>>>>>>>>>>>>



Conclusions 
Observation1: From the above diagram it can be observed that Local RRM is mapped to the RLC-MAC-PHY layers in the Distributed Unit and the Common RRM is mapped onto the Control Plane Signalling Entity and the User Plane Entity. However, the RRM functions in the Centralised Units need to be further mapped onto the Control Plane Signalling Entity 
Observation 2: User and Control Call Flows over F1-C, F1-U and E1 interfaces remain the same for two illustrated scenarios.
Observation 3: E1 interface functions would be a simpler version of control signalling interface of F1-C. Moreover, E1 plays a vital role in both deployment Scenarios 1 and 2.
In this contribution we presented a number of topics which overlap with each other:
1- Deployment scenario and location of the Control Plane Signalling Entity
2- Hierarchical RRM where fast acting functions are placed at the remote DU unit
These would have a direct effect on the efficient running of the network and they should be considered in the new RAN architecture.
We also describe the functional split between CU and DU for many RRM functions.

Proposal 1: RAN3 is kindly asked to agree the Text Proposal in section 5 for inclusion in TS 38.401.
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