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1. Introduction
In RAN3 #96, the working assumption has been reached as follows:
· WA RRC message to be transferred by F1-CP
However, some companies suggest that the more contributions about the quantitative analysis on RRC message transport over F1 shall be proposed to help to conclude whether RRC messages is transferred over F1-C or F1-U in RAN3 NR AH in June. 
In this contribution, the preliminary comparison between STCP and GTP is provided, then our proposal on RRC message transport over F1 is given.
2. SCTP and GTP Analysis
In RAN3#95b, the F1 protocol stack which contains F1-C and F1-U was agreed as shown in Fig. 1 and Fig. 2. The transport network layer (TNL) of F1 control plane is SCTP and the TNL of F1 user plane is GTP.
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Figure 1:  Protocol stack of F1 (F1-C and F1-U)
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Figure 2: CU-DU interface with C-plane and U-plane
SCTP was spawned from an effort started in the IETF Signaling Transport working group to develop a specialized transport protocol for call control signalling in voice-over-IP (VoIP) networks. The SCTP protocol inherited TCP advanced features, including powerful congestion control and packet loss recovery functions, which ensure the required reliable delivery of the signaling messages. In addition, SCTP can achieve the additional benefits from improved features such as multi-homing and partial ordering support. Multi-homing enables an SCTP host to establish a “session” with another SCTP host over multiple interfaces identified by separate IP addresses. Partial ordering lets SCTP provide in-order delivery of one or more related sequences of messages flowing between two hosts. Thus, SCTP can benefit applications that require reliable delivery and fast processing of multiple, unreal data streams.
GTP-U is an IP-based tunnel encapsulation protocol used for carrying user data which can be packets in any of IPv4, IPv6, or PPP formats. As GTP-U uses UDP protocol to transmit user data, it can provide the low latency and low reliability transmission services, it is usually used in multimedia communication like VoIP and online games where packet loss is accepted. 
For the comparison between SCTP and GTP (UDP), the following performance metrics are considered:
PLR: PLR is the ratio between number of packets dropped or lost to the number of packets sent through the network.
ETE: ETE Delay is the time taken for the packets to go from source node to destination node.
Jitter: Jitter is the variation in packet delays of consecutive packets.
PDR: PDR is the level of delivered packets to the destination. It is calculated as number of packets received to the number of packets sent.
Simulation for SCTP and UDP is done separately in wired network. Size of the packet is fixed at 512 bytes for UDP and SCTP. The total simulation time is 100 sec. The topology and other detail simulation parameters are given in [1]. The simulation results are given as follow:
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Figure 3: PLR vs data rate of UDP 
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Figure 4: PLR vs data rate of SCTP


Based on the simulation results in [1], PLR of UDP is almost 100% when data rates are high, but it shows good performance at low data rates less than 1Mbps as shown in Figure 3. SCTP shows the good performance from low data rate to high data rate and PLR of SCTP is always less than 2%, as shown in Figure 4.
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Figure 5: ETE vs data rate of UDP
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Figure 6: ETE vs data rate of SCTP


ETE Delay of UDP is lower than SCTP and is less than about 170ms as shown in Figure 5. ETE Delay of SCTP increases with increase of data rates, but becomes constant values (about 280ms) from data rates 2 to 10Mbps as shown in Figure 6. 
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Figure 7: jitter vs data rate of UDP
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Figure 8: jitter vs data rate of SCTP


Jitter is very low (less than 100ms) for the UDP for all data rates when compared to SCTP as shown in Figure 7. Jitter of SCTP increases with increase in data rates. At data rates 2 to 10Mbps, Jitter of SCTP shows the constant values, is about 240ms as shown in Figure 8. 
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Figure 9: PDR vs data rate of UDP
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Figure 10: PDR vs data rate of SCTP


PDR for SCTP shows better performance than UDP at higher data rates and shows good performance at lower data rates, as shown in Figure 9 and Figure 10.
Based on above simulation results, we can see that SCTP can achieve the good reliability transmission with the limited cost of latency reduction. Therefore, we give the following proposals:

Proposal: System Information, Paging messages and RRC messages shall be transported over F1-C.
3. Proposal
In this contribution, we provide the preliminary comparison between STCP and GTP, then give our proposal on RRC message transport over F1 as follows:
Proposal: System Information, Paging messages and RRC messages shall be transported over F1-C.
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