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1	Introduction
Due to the specific architecture of the MR-DC, where two interworking nodes serve different RATs, the exchange of the RRC messages over X2 or Xn needs to be designed with particular care. In this paper, we review the reasons the RRC may need to be exchanged over X2 or Xn and then we propose a mechanism to be adopted in RAN3.
2	Discussion
There are 3, rather different, scenarios where RRC information needs to be exchanged between the interworking nodes:
(1) Providing configuration of the other RAT
The scenario concerns the situation, where the UE needs to be configured with the information typical to the other RAT, e.g. at the SN addition or modification. The RRC message is provided from the MN and appended to the MN RRC reconfiguration message.
(2) MCG split SRB (passing RRC messages via the other node):
The scenario concern RRC PDUs that are transferred via the assisting node (currently, via SgNB only). In this case, the message must be forwarded to the appropriate UE using the RAT of the assisting node (e.g. LTE RRC message is encapsulated in the NR RRC message).
(3) Exchange of the RRC information between nodes (if needed, up to RAN2’s decision)
In this scenario, the information concerns only the interworking nodes and is not forwarded to the UE. At this moment, the only case where such exchange may possibly needed is the capability information exchange between the eNB and the gNB. This is still under discussion though.
In all the cases, the RRC information is related to a particular UE. In cases (1) and (2), the peer node does not interpret the content, it only forwards it further. Case (1) is also familiar from the LTE DC, where the RRC configuration from the SeNB was provided in a RRC container in the X2AP. 
Also, it is important to make sure that the RRC PDUs are ciphered only once, so that the UE does not need to repeat costly calculations (this is also RAN2’s agreement). In case (1), this is guaranteed by the same method as in LTE DC: the ASN.1 encoded RRC content is appended to the RRC PDU of the node that forwards the message to the UE. Hence, that node’s RRC ciphering is used only. 
Proposal 1: For the case where the RRC configuration is to be forwarded to the UE, the RRC information is to be signalled over X2/Xn as a plain RRC container.
In case (2), this is more complicated. One may consider forwarding the RRC PDU over X2-U/Xn-U in the PDCP PDU, but this method is subject of losses. One may also use the same method as in case (1): forwarding plain RRC PDU over X2-AP/Xn-AP. This, however, makes the solution different from the F1 method. Also, a separate mechanism to detect duplicated RRC PDUs is needed to exploit MCG split SRB fully. Therefore, the best method is to transfer the RRC PDU from the node hosting the PDCP to the assisting node in a PDCP PDU, but over X2AP/XnAP. 
Proposal 2: For the case of the MCG split SRB, the RRC PDU is to be transferred in a PDCP PDU over X2/Xn CP.
This PDCP PDU must be transported in the X2AP/XnAP as a bit string. However, contrary to the RRC configuration, which belongs always to some X2/Xn procedure, the MCG split SRB may need to be exploited also independently. Therefore, it is necessary to create a new class-2 procedure to enable MCG split SRB.
Case (3) is, so far, a theoretical scenario – RAN2 is still discussing what and how is to be exchanged in the context of the capability negotiations. However, one option is that the exchange of information is done using an RRC block. Even though this solution seems suboptimal (it requires that at least one of the peer nodes understands the other’s RRC), RAN3 should be ready to enable such transfer, if it happens to be requested. Having this in mind, one may consider what are requirements for such transfer.
First, there is no need to use PDCP PDU for inter-node communication: the interface is assumed to be safe, so there is no need to encrypt the RRC content, nor any need to handle duplications. On the other hand, this is signalling and thus belongs to the CP. This makes such exchange similar to the case (1). However, it is not entirely sure, if the inter-node messages can always be associated with another X2/Xn procedure. It may therefore be necessary to enable sending them independently. This makes them similar to the case (2). Therefore, the straightforward solution is, to design the procedure for MCG split SRB so, that it can possibly handle inter-node RRC messages, too – if requested in future.
Proposal 3: The mechanism defined for the transfer of the RRC PDU for the MCG split SRB shall also enable transfer of the inter-node RRC information, when needed.
3	Summary
In this paper, we’ve analysed 3 cases where the RRC information needs to be transferred between the interworking nodes. We’ve concluded that:
1. For the case where the RRC configuration is to be forwarded to the UE, the RRC information is to be signalled over X2/Xn as a plain RRC container.
2. For the case of the MCG split SRB, the RRC PDU is to be transferred in a PDCP PDU over X2/Xn CP.
3. The mechanism defined for the transfer of the RRC PDU for the MCG split SRB shall also enable transfer of the inter-node RRC information, when needed.
This means, RAN3 shall define a container IE to convey RRC information for case (1) and possibly (3). It is up to the discussion if the same block can be used for PDCP PDUs to be transferred as part of the MCG split SRB. Then, this container (or containers), as an IE, may be appended to some procedure that the RRC information relates to, or transferred in a dedicated one, if the RRC is independent from any X2/Xn procedure.
The TPs enabling the above proposal are provided in [1] and [2] (for X2AP and XnAP respectively). Stage-2 TP is provided in [3].
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