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Discussion
1 Introduction 
This presents TP corresponding to CB #23.    
2 Text Proposal
8.1
Key principles for support of Network Slicing in RAN

Network Slicing is a new concept to allow differentiated treatment depending on each customer requirements. With slicing, it is now possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

The following key principles apply for support of Network Slicing in RAN
RAN awareness of slices

-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).

Selection of RAN part of the network slice

-
RAN shall support the selection of the RAN part of the network slice, by one or more slice ID(s) provided by the UE or the CN which unambiguously identifies one or more of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.

Resource management between slices

-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Support of QoS

-
RAN shall support QoS differentiation within a slice.

RAN selection of CN entity

-
For initial attach, the UE may provide a slice ID. If available, RAN uses this slice ID for routing the initial NAS to an NGC CP function. If the UE does not provide any slice ID the RAN sends the NAS signalling to a default NGC CP function. For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the NGC, to enable the RAN to route the NAS message to the appropriate NGC CP function as long as the Temp ID is valid. Otherwise, the methods for initial attach applies.
Editor’s note: The definition of the slice ID used for RAN selection of CN entity is FFS.

Resource isolation between slices

-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

Slice Availability

-
Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. It is FFS if such awareness is also beneficial for intra-frequency mobility. It is assumed that the slice configuration does not change within the UE’s registration area.

-
The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.
Possible solutions for how slice availability may be handled during mobility may be discussed in the normative phase e.g.:

· Neighbours may exchange slice availability on the interface connecting two nodes, e.g. Xn interface between gNBs. 
· The core network could provide the RAN a mobility restriction list. This list may include those TAs which support or do not support the slices for the UE.  

· The slices supported at the source node may be mapped, if possible, to other slices at target node 

Support for UE associating with multiple network slices simultaneously

-
In case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained.
8.x
Mobility

8.x.1
Idle and Inactive Mode Mobility

When a UE moves within its registration area no changes to the supported slices in each camping cell will be encountered. 
When moving in between registration areas the UE will always perform a TAU that can be used to align the set of slices supported in the new TA(list) between UE and network. It is at present not clear yet if cell (re)selection procedures should be sensitive to slices supported and whether the support of certain network slices can be expected to be broadcasted or shared by the RAN with the UE population can be further investigated in the normative phase.
8.X.2
Connected Mode Mobility
To enable a target gNB to make Slice-specific admission control decisions and to choose the appropriate slice specific core node entities, a source gNB needs to pass on slices that a UE in question is using to a target gNB  as part of the HO procedure.
When a target cell is selected, handover signalling is initiated. Such procedure attempts to move PDU Session resources for all active slices of the UE from one source node to a target node. 

If a handover procedure involves a NGC, during such procedure the target AMF is responsible for removing (or inactivating) at NAS level any PDU sessions associated with slices no longer supported at the target node. PDU Sessions that are associated with the removed slices are not admitted at target node. 

An example of such call flow is shown in Figure 2 for the case of CN involved handover. The case of X2-like handover can be easily deduced.
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Figure 2: example of call flow for slice access management in Active mode CN involved mobility

Proposal 1: RAN3 is respectfully requested to include related TP in TR 38.801.
3 Conclusion and proposals
This paper presents a TP for a possible inclusion in TR 38.801 and a following proposal. 
Proposal 1: RAN3 is respectfully requested to include related TP in TR 38.801.
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