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Introduction
This paper tries to clean up the “FFSs” in section 7 in TR38.801. 
Text Proposal
----------------Start of the Change---------------
[bookmark: _Toc453159533][bookmark: _Toc460344297][bookmark: _Toc461015264][bookmark: _Toc461038394][bookmark: _Toc467872009][bookmark: _Toc467872153][bookmark: _Toc467872384]7	RAN Architecture and Interfaces
Editor’s note: Intention is to capture overall New RAN architecture. 
Editor’s note: Intention is to capture protocol stacks and list of functions for each agreed interfaces in the New RAN architecture. 
[bookmark: _Toc460344299][bookmark: _Toc461015266][bookmark: _Toc461038396]The New RAN consists of the following logical nodes: 
-	gNBs providing the NR U-plane and C-plane protocol terminations towards the UE; and/or
-	eLTE eNBs providing the E-UTRA U-plane and C-plane protocol terminations towards the UE.
Editor’s note: It is FFS whether to define a New RAN logical node able to provide both NR and E-UTRA U-plane and C-plane protocol terminations towards the UE. 	Comment by James XU_LGE: Handled by CB: # 10_LogicalNode
The logical nodes in New RAN are interconnected with each other by means of the Xn interface. 
The logical nodes in New RAN are connected to the NGC by means of the NG interface. The NG interface supports a many-to-many relation between NG-CP/UPGWs and the logical nodes in New RAN.
The New RAN architecture is illustrated in Figure 7-1.


Figure 7-1: New RAN architecture
[bookmark: _Toc467872010][bookmark: _Toc467872154][bookmark: _Toc467872385]7.1	General
The following options of [7] for providing NR access to suitably capable UEs should be considered in discussions on the RAN-CN interface, and the interface between E-UTRA and NR RAT. 



Figure 7.1-1: Option 2
In Option 2, the gNB is connected to the NGC.



Figure 7.1-2: Options 3 and 3A
In Option 3/3A, the LTE eNB is connected to the EPC with Non-standalone NR.  The NR user plane connection to the EPC goes via the LTE eNB (Option 3) or directly (Option 3A).
Editor’s noteNOTE: Terminology related to Option 3/3A can be further discussed in normative phase, if needed.



Figure 7.1-3: Options 4 and 4A
In Option 4/4A, the gNB is connected to the NGC with Non-standalone E-UTRA.  The E-UTRA user plane connection to the NGC goes via the gNB (Option 4) or directly (Option 4A).



Figure 7.1-4: Option 5
In Option 5, the eLTE eNB is connected to the NGC.


Figure 7.1-5: Options 7 and 7A
In Option 7/7A, the eLTE eNB is connected to the NGC with Non-standalone NR.  The NR user plane connection to the NGC goes via the eLTE eNB (Option 7) or directly (Option 7A).
[bookmark: _Toc453159535][bookmark: _Toc460344300][bookmark: _Toc461015267][bookmark: _Toc461038397][bookmark: _Toc467872011][bookmark: _Toc467872155][bookmark: _Toc467872386]7.2	RAN-CN interface
[bookmark: _Toc453159536][bookmark: _Toc460344301][bookmark: _Toc461015268][bookmark: _Toc461038398][bookmark: _Toc467872012][bookmark: _Toc467872156][bookmark: _Toc467872387]7.2.1	RAN-CN interface connectivity scenarios
In order to support the options described in section 7.1, the following scenarios for connectivity between  RAN consisting of E-UTRA and NR, and a CN consisting of an NGC and an  EPC should be considered in the discussions on RAN-CN interface definition . The connectivity scenario in figure 7.2.1-1 includes support for Option 3/3A, while figure 7.2.1-2 includes support for Option 2, Option 4/4A, Option 5, and Option 7/7A.



Figure 7.2.1-1: E-UTRA and NR connected to the EPC. The CP between EPC and gNB is FFS, but any further discussion in RAN3 is dependent on RAN Plenary decision.



Figure 7.2.1-2: E-UTRA and NR connected to the NGC (Note: In this scenario, eLTE eNB and gNB can be collocated.).

[bookmark: _Toc453159537][bookmark: _Toc460344302][bookmark: _Toc461015269][bookmark: _Toc461038399][bookmark: _Toc467872013][bookmark: _Toc467872157][bookmark: _Toc467872388]7.2.2	General principles
The general principles for the specification of the NG interface are as follows:
-	the NG interface shall be open;
-	the NG interface shall support the exchange of signalling information between the New RAN and NGC;
-	from a logical standpoint, the NG is a point-to-point interface between a New RAN node and an NGC node. A point-to-point logical interface shall be feasible even in the absence of a physical direct connection between the New RAN and NGC;
-	the NG interface shall support control plane and user plane separation;
-	the NG interface shall separate Radio Network Layer and Transport Network Layer;
-	the NG interface shall be future proof to fulfil different new requirements and support of new services and new functions;
-	the NG interface shall be decoupled with the possible New RAN deployment variants.
-	the NG Application Protocol shall support modular procedures design and use a syntax allowing optimized encoding /decoding efficiency.
NOTE 1:	The working assumption is that the interface between eLTE eNB and NGC is also NG.
[bookmark: _Toc460344303][bookmark: _Toc461015270][bookmark: _Toc461038400][bookmark: _Toc467872014][bookmark: _Toc467872158][bookmark: _Toc467872389]7.2.3	NG Interface Functions
NG-C interface supports following functions:
-	Interface management: The functionality to manage the NG-C interface; 
-	UE context management	: The functionality to manage the UE context between the New RAN and CN;
NOTE 1:	The UE context information may include roaming and access restriction and security information.
NOTE 2:	The UE context information may include the information related with network slicing.
-	UE mobility management: The functionality to manage the UE mobility for connected mode between the New RAN and CN; 
-	Transport of NAS messages: procedures to transfer NAS messages between the CN and UE;
-	Paging: The functionality to enable the CN to generate Paging messages sent to the New RAN and to allow the New RAN to page the UE in RRC_IDLE state;
-	PDU Session Management: The functionality to establish, manage and remove PDU sessions and respective New RAN resources that are made of data flows carrying UP traffic.  
[bookmark: _Toc453159538][bookmark: _Toc460344304][bookmark: _Toc461015271][bookmark: _Toc461038401]-	Congestion and overload control (FFS): this function supports request to the New RAN on congestion and overload control in order to help prevent mobility management and session management signalling requests from UEs.
NOTE:	It can be discussed on whether congestion and overload control function is needed or not in normative phase.
[bookmark: _Toc467872015][bookmark: _Toc467872159][bookmark: _Toc467872390]7.2.4	NG Interface Procedures
To support the functions listed in Section 7.2.3 the NG interface should support the following procedures. The procedures are classified in different categories.
Interface management procedures:
-	NG Setup: To establish an NG interface between the New RAN and NGC nodes
-	Configuration Updates from New RAN and NGC nodes: To update configuration of the interface from the New RAN or NGC (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	NG Reset: To reset the NG interface
-	Error Indication: To report detected errors in one incoming message
UE Context Management Procedures:
-	Initial Context Setup: To establish the initial UE context both in New RAN and in NGC
-	UE Context Release: To remove UE context information
-	UE Context Modification: To modify an already established UE context (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
UE Mobility Management Procedures:
-	Handover Preparation: Needed to prepare resource allocation from the source RAN to the NGC for a UE handing over (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	Handover Resource Allocation: Needed to reserve resources at the target RAN for a UE handing over (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	Path Switch Request: Needed to request the switch of a UP connection to a different UP GW at the NGC (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	Handover Cancel: Needed to cancel an ongoing handover preparation or an already prepared handover (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	Handover Notification: Needed to indicate to the NGC that handover has been successfully completed (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
Transport of NAS Messages Procedures:
-	Initial UE Message: To transport the first NAS PDU sent when no UE signaling connection is established from the UE to the NGC (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	DL NAS Transport: To transport NAS PDUs in DL
-	UL NAS Transport: To transport NAS PDUs in UL
-	Non Delivery NAS Indication: To indicate that the New RAN node did not deliver a NAS PDU to the UE (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
-	NAS Rerouting: In order to route a NAS request to a different CN node (FFS)
[bookmark: _GoBack]NOTE:	The need of this procedure will be assessed during normative phase.
Paging Procedures:
-	Paging: To provide a paging instruction from the NGC to the New RAN
PDU Session Management Procedures:
-	PDU Session Setup: Needed to establish a PDU Session and assign resources to it according to the QoS and other configuration parameters assigned to the flow(s) configured within the session
-	PDU Session Modify: Needed to modify a previously configured PDU session, related QoS flows and respective New RAN resources
-	PDU Session Release: Needed to release a previously configured PDU Session and related New RAN resources
-	PDU Session Modification Indication: Needed to switch a PDU Session from one termination point at the New RAN to a different termination point. (FFS)	Comment by James XU_LGE: Handled by CB: # 17_Removal of FFS_NG
[bookmark: _Toc467872016][bookmark: _Toc467872160][bookmark: _Toc467872391][bookmark: _Toc454284860]7.2.4.1	NG Interface Procedures Descriptions
This section describes NG procedures. The NG interface can terminate in an eLTE eNB or in a gNB. Therefore, NG procedures apply to both an eLTE eNB and a gNB.
[bookmark: _Toc452033795][bookmark: _Toc452034044][bookmark: _Toc452034273][bookmark: _Toc452034885][bookmark: _Toc467872017][bookmark: _Toc467872161][bookmark: _Toc467872392]7.2.4.1.1	Interface Management Procedures
NG Setup Procedure


Figure 7.2.4.1.1-1: Example of NG Setup procedure
This procedure is used to setup the NG interface. The procedure enables exchange of configuration parameters between the RAN and the NGC. 
[bookmark: _Toc467872018][bookmark: _Toc467872162][bookmark: _Toc467872393]7.2.4.1.2	UE Context Management Procedures
Initial Context Setup


Figure 7.2.4.1.2-1: Example of Initial Context Setup procedure
This procedure is used to establish a context at the New RAN for a given UE. In this procedure, UE context related information held in the NGC are signalled to the New RAN.
UE Context Release


Figure 7.2.4.1.2-2: Example of UE Context Release Request procedure


Figure 7.2.4.1.2-3: Example of UE Context Release procedure
This procedure consists of two sequences of messages: one initiated by the New RAN and requesting the NGC to initiate a UE context release; the other initiated directly by the NGC.
This procedure is used to remove an already established UE context at any time.
[bookmark: _Toc467872019][bookmark: _Toc467872163][bookmark: _Toc467872394]7.2.4.1.3	Transport of NAS Messages Procedures
UL NAS Transport and DL NAS Transport


Figure 7.2.4.1.3-1: Example of Uplink NAS Transport procedure


Figure 7.2.4.1.3-2: Example of Downlink NAS Transport procedure
These two procedures are needed in order to allow an immediate and independent transmission of NAS PDUs between New RAN and NGC.
[bookmark: _Toc467872020][bookmark: _Toc467872164][bookmark: _Toc467872395]7.2.5	NG interface architecture
The NG interface supports a one-to-many relation between New RAN nodes and NGC nodes.
[bookmark: _Toc467872021][bookmark: _Toc467872165][bookmark: _Toc467872396]7.2.6	NG Control Plane
[bookmark: OLE_LINK75][bookmark: OLE_LINK76]The NG control plane interface (NG-C) is defined between the NR gNB/eLTE eNB and NG-Core entity. The control plane protocol stack of the NG interface is shown on Figure 7.2.6-1. The transport network layer is built on IP transport. For the reliable transport of signalling messages, SCTP is added on top of IP. The application layer signalling protocol is referred to as NG-AP (NG Application Protocol).


Figure 7.2.6-1: NG Interface Control Plane
The SCTP layer provides the guaranteed delivery of application layer messages.
In the transport IP layer point-to-point transmission is used to deliver the signalling PDUs.
SCTP/IP is the agreed transport protocol for NG-C. 
[bookmark: _Toc467872022][bookmark: _Toc467872166][bookmark: _Toc467872397]7.2.6.1	List of Potential Requirements/Issues with usage of SCTP
Availability
Problem Statement
NG-C is likely to be terminated in the selected CCNF in an intermediate independent front end function in order to not expose the CCNF internal processing structure to the gNB. With a single SCTP termination point per gNB/CCNF pair a failure affecting the SCTP termination point may require recovery action such as re-initialisation of SCTP associations before service between the eNB and MME can be re-established. 
Scalability
Problem Statement
Scalability of a CCNF may require the ability to add or remove both SCTP termination points without interrupting service.
[bookmark: _Toc467872023][bookmark: _Toc467872167][bookmark: _Toc467872398]7.2.7	NG User Plane
The NG user plane (NG-U) interface is defined between the gNB/eLTE eNB and the UPGW. The NG-U interface provides non guaranteed delivery of user plane PDUs between the gNB/eLTE eNB and the UPGW.
The NG-U interface shall at least support per PDU Session tunneling.
NOTE 1:	Support of other type tunneling e.g. per node tunneling is FFS.	Comment by James XU_LGE: Handled by CB: # 7_TPUpdateHO
The protocol stack for NG-U is shown in Figure 7.2.7-1.


Figure 7.2.7-1: NG-U protocol structure
NOTE 2:	The working assumption is that GTP-U is used as protocol for NG-U.
[bookmark: _Toc467872024][bookmark: _Toc467872168][bookmark: _Toc467872399]7.3	RAN internal interface
[bookmark: _Toc460344305][bookmark: _Toc461015272][bookmark: _Toc461038402][bookmark: _Toc467872025][bookmark: _Toc467872169][bookmark: _Toc467872400]7.3.1	Xn Interface
The interface allowing to interconnect two gNBs or one gNB and one eLTE eNB with each other is referred to as the Xn interface. The interface Xn is also applicable for the connection between two eLTE eNBs.
[bookmark: _Toc460344306][bookmark: _Toc461015273][bookmark: _Toc461038403][bookmark: _Toc467872026][bookmark: _Toc467872170][bookmark: _Toc467872401]7.3.1.1	General principles
The general principles for the specification of the Xn interface are as follows:
-	the Xn interface shall be open;
-	the Xn interface shall support the exchange of signalling information between the endpoints, in addition the interface shall support data forwarding to the respective endpoints;
-	from a logical standpoint, the Xn is a point-to-point interface between the endpoints. A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the endpoints.
-	the Xn interface shall support control plane and user plane separation;
-	the Xn interface shall separate Radio Network Layer and Transport Network Layer;
-	the Xn interface shall be future proof to fulfil different new requirements, support new services and new functions.
[bookmark: _Toc467872027][bookmark: _Toc467872171][bookmark: _Toc467872402]7.3.1.2	Xn Interface Functions
The Xn-C interface supports the following functions:
-	Xn interface management and error handling function to manage the Xn-C interface;
-	Error indication;
-	Setting up the Xn;
-	Resetting the Xn;
-	Updating the Xn configuration data;
-	Xn removal.
-	UE connected mode mobility management: function to manage the UE mobility for connected mode between nodes in the New RAN;
-	Handover preparation;
-	Handover cancellation.
-	UE context retrieval: function to retrieve UE context from another node in the New RAN;
-	Dual connectivity: function to enable usage of additional resources in a secondary node in the New RAN;
NOTE 1:	Dual connectivity between two gNBs is pending to RAN2 (FFS) can be discussed in normative phase.
-	Interference coordination: function to manage inter-cell interference;
-	Self-optimization: function to autonomously adapt radio parameters.
The Xn-U interface supports the following functions:
-	Data forwarding
-	Flow control
[bookmark: _Toc467872028][bookmark: _Toc467872172][bookmark: _Toc467872403]7.3.1.3	Xn Interface Procedures
To support the functions listed in Section 7.3.1.2, the Xn interface should support the following procedures. The procedures are classified in different categories.
Xn Interface Management and Error Handling Procedures: 
-	Xn Setup: to establish an Xn interface between the New RAN nodes
-	Xn Reset: to reset the Xn interface
-	Error Indication: to report detected errors in one incoming message
-	New RAN Configuration Update: to update the configuration for the New RAN nodes over Xn interface
-	Xn Removal: to remove the signaling connection between two New RAN nodes in a controlled manner
UE connected mode Mobility Management Procedures: 
-	Handover Preparation: to establish necessary resources in a New RAN node for an incoming handover
-	Handover Cancellation: to cancel an ongoing handover preparation or an already prepared Xn handover
-	UE Context Release: to indicate to the source new RAN that radio and control plane resources for the associated UE context are allowed to be released
Dual Connectivity Procedures supporting option 4/4a and 7/7a (whether to be applied to DC between two gNBs is FFS): 
-	Secondary Node Addition
-	Secondary Node Modification (Master node initiated)
-	Secondary Node Modification (Secondary node initiated)
-	Secondary Node Release (Master node initiated)
-	Secondary Node Release (Secondary node initiated)
Editor’s noteNOTE 1:	Work in other RAN WGs on inter-RAT DC for New RAN, on 5G intra-system mobility and NR specifics needs to be revisited in order to understand whether DC signalling schemes as specified for E-UTRA can be re-used for 5G. It is however expected, that role definitions from E-UTRAN (master node, secondary node) can still be applied for options 4/4a and 7/7a.
NOTE 2: It can discussed in normative phase on whether the procedures above can be applied to DC between two gNBs.

[bookmark: _Toc467872029][bookmark: _Toc467872173][bookmark: _Toc467872404]7.3.1.4	Xn Control Plane
The Xn control plane interface (Xn-CP) is defined between two neighbour New RAN nodes. The control plane protocol stack of the Xn interface is shown on Figure 7.3.1.4-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).


Figure 6.3.3.1.3-1: Xn Interface Control Plane
NOTE 1:	The working assumption is that the transport protocol of Xn-CP is SCTP.
[bookmark: _Toc467872030][bookmark: _Toc467872174][bookmark: _Toc467872405]7.3.1.5	Xn User Plane
The transport layer for data streams over Xn is an IP based Transport. The following figure shows the transport protocol stacks over Xn.


Figure 7.3.1.5-1: Xn Interface User Plane
NOTE 1:	The working assumption is that GTP-U is used as protocol for Xn-U.

----------------End of the Change---------------
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